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#### Abstract

Characterizing the distribution of high-dimensional statistical estimators is a challenging task, due to the breakdown of classical asymptotic theory in high dimension. This paper makes progress towards this by developing non-asymptotic distributional characterizations for approximate message passing (AMP) - a family of iterative algorithms that prove effective as both fast estimators and powerful theoretical machinery - for both sparse and robust regression. Prior AMP theory, which focused on high-dimensional asymptotics for the most part, failed to describe the behavior of AMP when the number of iterations exceeds $o(\log n / \log \log n)$ (with $n$ the sample size). We establish the first finite-sample non-asymptotic distributional theory of AMP for both sparse and robust regression that accommodates a polynomial number of iterations. Our results derive approximate accuracy of Gaussian approximation of the AMP iterates, which improves upon all prior results and implies enhanced distributional characterizations for both optimally tuned Lasso and robust M-estimator.
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## 1 Introduction

Determining the distributions of the estimators of interest plays a pivotal role in addressing fundamental questions in uncertainty quantification, hypothesis testing, and risk prediction, among others. In classical large-sample theory (Fisher, 1922; Le Cam, 2012; Van der Vaart, 2000), this is often achieved by pinning down the limiting distribution, such as asymptotic normality, of the estimators of interest in the limit as the sample size $n$ approaches infinity with the problem dimension held fixed. Nevertheless, such large-sample theory often breaks down in modern high-dimensional settings where the ambient dimension $p$ of the unknowns is large as well (e.g., comparable to the sample size), due to prevalent issues such as non-negligible bias and inflated variance (El Karoui et al., 2013; Donoho and Montanari, 2015, 2016; Sur and Candès, 2019; Sur et al., 2019). These issues have motivated a recent wave of research activities proposing new paradigms and analyses that enable tractable distributional characterizations in high dimension (see e.g. Zhang and Zhang (2014); Van de Geer et al. (2014); Javanmard and Montanari (2014, 2018); Ren et al. (2015); Bellec and Zhang (2022, 2023); Bellec et al. (2022); Chen et al. (2019b); Celentano et al. (2023c); Cai et al. (2022); Xia and Yuan (2021); Celentano and Montanari (2021); Yan et al. (2021) and the references therein). Focusing on linear models, the present paper aims to make progress towards understanding the distribution of a powerful family of statistical estimators, called approximate message passing (AMP) (Donoho et al., 2009; Feng et al., 2022), that are among the most effective when tackling high-dimensional problems.

### 1.1 Sparse and robust regression in high dimension

The current paper is focused on the prototypical problem of estimating a set of unknown parameters in a linear model. Given a design matrix $X \in \mathbb{R}^{n \times p}$ (with $X_{1}, \ldots, X_{n}$ denoting the rows of $X$ ), the classical linear regression model takes the form of

$$
\begin{equation*}
y=X \theta^{\star}+\varepsilon \tag{1}
\end{equation*}
$$

where $y=\left[y_{i}\right]_{1 \leq i \leq n} \in \mathbb{R}^{n}$ stands for the observed data vector, $\theta^{\star}=\left[\theta_{i}^{\star}\right]_{1 \leq i \leq p} \in \mathbb{R}^{p}$ represents some unknown signal of interest, and $\varepsilon=\left[\varepsilon_{i}\right]_{1 \leq i \leq n} \in \mathbb{R}^{n}$ indicates independent random noise contaminating the observations. The aim is to reconstruct the unknown object $\theta^{\star}$ based on $(y, X)$. In practice, it is common to encounter
situations where either the signal coefficients or the noise distributions exhibit certain structural properties (e.g., sparsity, group sparsity, heavy tails) that are known to scientists a priori (e.g., Tibshirani (1996); Chen et al. (2001); Donoho et al. (2001); Mitchell and Beauchamp (1988); Fan and Li (2001); Zou and Hastie (2005); Yuan and Lin (2006); Candes and Tao (2007); Donoho and Montanari (2015); Bogdan et al. (2015); Sun et al. (2020); Bu et al. (2020); Bühlmann and Van De Geer (2011); Hastie et al. (2015); Fan et al. (2020)). While numerous instances of linear regression have been studied across various contexts, we single out two concrete settings that will serve as a guiding thread throughout this paper.

- Sparse regression. Imagine that the signal of interest $\theta^{\star} \in \mathbb{R}^{p}$ in (1) is sparse, namely,

$$
\begin{equation*}
\theta^{\star} \text { is } k \text {-sparse } \tag{2}
\end{equation*}
$$

with the sparsity level $k$ much smaller than the ambient dimension $p$. The widespread applicability of sparse linear regression across diverse data science applications, including but not limited to medical imaging, genomics, geophysics, and signal processing, has inspired substantial research activities dedicated to the design and analysis of sparse statistical estimators (e.g., Tibshirani (1996); Donoho (2006); Candes et al. (2006); Fan and Li (2001); Zou and Hastie (2005); Yuan and Lin (2006)).

- Robust regression. While a dominant fraction of linear regression works operates upon commonly encountered noise assumptions like Gaussians, the prevalence of (sparse) outliers in reality has incentivized research into the "robustness" aspect of regression. Originally proposed by Huber (1964, 1973), the gross-errors contamination model assumes that each noise component $\varepsilon_{i}$ is independently drawn from the following distribution:

$$
\begin{equation*}
\varepsilon_{i} \stackrel{\text { i.i.d. }}{\sim}\left(1-\epsilon_{H}\right) \mathcal{N}\left(0, \sigma^{2}\right)+\epsilon_{H} H, \tag{3}
\end{equation*}
$$

where $H$ denotes some (unknown) contaminating distribution, and $\epsilon_{H} \in(0,1)$ represents the contamination fraction. In other words, the observed data might contain a fraction $\epsilon_{H}$ of abnormal data that deviate from situations under Gaussian noise. Statistical performances of robust estimators tailored for this model are developed subsequently in Hampel (1974); Bickel (1975); Maronna et al. (2019); Fan et al. (2014); Loh (2017); Sun et al. (2020); El Karoui et al. (2013); Donoho and Montanari (2016, 2015); El Karoui (2018); Lei et al. (2018), among others.

The current paper concentrates on a particularly challenging scenario called the proportional-growth regime, where the number of observations $n$ and the ambient dimension $p$ are on the same order. In the sparse regression case, our focus is on the linear sparsity regime, where the sparsity level $k$ is on the same order as $p$ and $n$. A family of algorithm that are well-suited for this challenging scenario is called approximate message passing (AMP), which we shall elaborate on next.

### 1.2 Approximate message passing (AMP)

Approximate message passing was originally developed in the context of compressed sensing (Donoho et al., 2009; Bayati and Montanari, 2011a) as a family of low-complexity iterative algorithms, and has now been widely recognized as a powerful machinery to assist in understanding the performances of a broad class of statistical procedures, especially in scenarios with low signal-to-noise ratios (SNRs). Its applications span linear and generalized linear models (Bayati and Montanari, 2011b; Rangan, 2011; Schniter and Rangan, 2014; Donoho and Montanari, 2016; Sur et al., 2019; Barbier et al., 2019; Mondelli and Venkataramanan, 2022; Li and Wei, 2021; Fan, 2022; Zhang et al., 2023; Li et al., 2023b; Celentano et al., 2023a), low-rank matrix estimation (Rangan and Fletcher, 2012; Montanari and Venkataramanan, 2021; Deshpande and Montanari, 2014; Mondelli and Venkataramanan, 2021; Zhong et al., 2021; Celentano et al., 2023b; Li and Wei, 2022), community detection (Deshpande et al., 2017; Ma and Nandy, 2021; Wang et al., 2022), and more recently, Bayesian sampling from diffusion processes (Montanari and Wu, 2023). The interested reader is refeerred to Feng et al. (2022) for a comprehensive overview of AMP and its broad applications.

When applied to the linear model (1) with i.i.d. Gaussian design, the AMP procedure typically maintains running estimates $\left\{\theta_{t}\right\}_{t \geq 0} \subset \mathbb{R}^{p}$ of the signal $\theta^{\star}$ as well as adjusted residuals $\left\{r_{t}\right\}_{t \geq 0} \subseteq \mathbb{R}^{n}$. More specifically, letting $f_{t}: \mathbb{R} \rightarrow \mathbb{R}$ and $g_{t}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be some properly chosen denoising functions, AMP executes the following update rule in the $t$-th iteration:

$$
\begin{equation*}
r_{t}=y-X f_{t}\left(\theta_{t}\right)+\left\langle f_{t}^{\prime}\left(\theta_{t}\right)\right\rangle\left(\left\langle g_{t-1}^{\prime}\left(r_{t-1}\right)\right\rangle\right)^{-1} g_{t-1}\left(r_{t-1}\right) \tag{4a}
\end{equation*}
$$

$$
\begin{equation*}
\theta_{t+1}=\left(\left\langle g_{t}^{\prime}\left(r_{t}\right)\right\rangle\right)^{-1} X^{\top} g_{t}\left(r_{t}\right)+f_{t}\left(\theta_{t}\right) \tag{4b}
\end{equation*}
$$

where $f_{t}, g_{t}$, and their derivatives $\left(f_{t}^{\prime}\right.$ and $\left.g_{t}^{\prime}\right)$ are applied component-wise to the vector argument, and for every integer $m>0$, we adopt a slightly unconventional piece of notation ${ }^{1}$

$$
\begin{equation*}
\langle x\rangle:=\frac{1}{n} \sum_{i=1}^{m} x_{i}, \quad \text { for } x \in \mathbb{R}^{m} \tag{5}
\end{equation*}
$$

The algorithm is initialized at

$$
f_{1}\left(\theta_{1}\right)=0 \in \mathbb{R}^{p}, \quad g_{0}\left(r_{0}\right)=0
$$

and quantities associated with non-positive iteration numbers are all set to be zero. When instantiated to the two concrete settings described above, the following denoising functions have been suggested in past works.

- AMP for sparse regression. When tackling the sparse regression setting, AMP adopts the denoising functions

$$
\begin{equation*}
g_{t}(x)=x \quad \text { and } \quad f_{t}(x)=\operatorname{sign}(x)\left(|x|-\tau_{t}\right)_{+}=: \mathrm{ST}_{\tau_{t}}(x) \tag{6}
\end{equation*}
$$

for some properly selected threshold $\tau_{t}$ (to be made precisely in Section 2.2). Notably, $f_{t}$ is chosen to be the soft-thresholding function in order to promote sparsity. As demonstrated in Bayati and Montanari (2011b), the AMP procedure (4) with the choices (6) serves as a fast algorithm to solve, and help assess the risk of, the Lasso estimator in the most sample-starved regime.

- AMP for robust regression. When it comes to the robust regression problem, suppose first that we are given a convex loss function $\rho: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$. The denoising functions for AMP can then be selected as

$$
\begin{equation*}
g_{t}(x)=\frac{n}{p} \Psi\left(z, b_{t}\right) \quad \text { and } \quad f_{t}(x)=x \tag{7}
\end{equation*}
$$

where $\Psi$ is defined such that

$$
\begin{equation*}
\Psi(z, b)=\rho_{b}^{\prime}(z) \quad \text { with } \rho_{b}(z):=\min _{x}\left\{\rho(x)+\frac{1}{2 b}(x-z)^{2}\right\} \tag{8}
\end{equation*}
$$

Here, $\rho_{b}$ (with some $b>0$ ) can be viewed as a regularized variant of $\rho$, and the regularization parameter $b_{t}$ will be made precisely momentarily (see Section 2.3). As we shall elaborate on in Section 2.3, the AMP procedure (4) with the choices (7) is a rapid method for solving the M-estimator with loss function $\rho$ (Donoho and Montanari, 2016).
In addition to their computational efficiency, the aforementioned AMP algorithms often admit exact asymptotic characterizations, in the sense that their risk and dynamics in the high-dimensional asymptotics can often be characterized in a precise manner. Consequently, AMP has now been widely recognized as both a family of standalone fast statistical estimators and a power machineary for analyzing other optimization-based statistical estimators (e.g., the M-estimator and the Lasso).

### 1.3 From asymptotics to non-asymptotics

Exact asymptotics and state evolution. Recent years have witnessed a flurry of activity in developing theoretical tools towards demystifying the efficacy of AMP. More concretely, existing AMP theory reveals that: the behavior of each iteration of AMP, in the high-dimensional asymptotics (i.e., with $n, p$ approaching infinity and $t$ held fixed), can often be characterized by a low-dimensional recursive formula dubbed as the state evolution (SE). Informally, under i.i.d. Gaussian design (i.e., $\left.X_{i j} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}(0,1 / n)\right)$ as well as some other mild conditions, past theory introduced the following SE recursion

$$
\begin{equation*}
\alpha_{t}^{\star 2}=\mathbb{E}\left[G_{t}^{2}\left(\gamma_{t}^{\star} Z, W\right)\right], \quad \gamma_{t}^{\star 2}=\mathbb{E}\left[F_{t}^{2}\left(\alpha_{t-1}^{\star} Z, V\right)\right], \quad t \geq 1 \tag{9}
\end{equation*}
$$

[^1]where $G_{t}$ (resp. $F_{t}$ ) is some function depending on $g_{t}$ (resp. $f_{t}$ ) to be specified shortly (see Section 2.1). Here, $Z, V, W$ are independently generated such that (i) $Z \sim \mathcal{N}(0,1)$ and (ii) $V$ (resp. $W$ ) is drawn from the empirical distribution of $\left\{\sqrt{p} \theta_{i}^{\star}\right\}$ (resp. $\left\{\sqrt{n} \varepsilon_{i}\right\}$ ). With this two-dimensional sequence in place, it has been proven that: for any fixed iteration number $t$ and any pseudo-Lipschitz function $\Phi: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$, it holds almost surely that
\[

$$
\begin{align*}
\lim _{p \rightarrow \infty} \frac{1}{p} \sum_{i=1}^{p} \Phi\left(\sqrt{p}\left(\theta_{t+1, i}-\theta_{i}^{\star}\right), \sqrt{p} \theta_{i}^{\star}\right) & =\mathbb{E}\left[\Phi\left(\alpha_{t}^{\star} Z, V\right)\right],  \tag{10a}\\
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \Phi\left(\sqrt{n}\left(r_{t, i}-\varepsilon_{i}\right), \sqrt{n} \varepsilon_{i}\right) & =\mathbb{E}\left[\Phi\left(\gamma_{t}^{\star} Z, W\right)\right], \tag{10b}
\end{align*}
$$
\]

provided that $p / n$ is a fixed constant. For instance, when $\Phi: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is chosen to be $\Phi(a, b)=a^{2}$, the prediction in (10) pins down the asymptotic squared loss of the AMP iterates as follows

$$
\begin{align*}
\lim _{p \rightarrow \infty}\left\|\theta_{t+1}-\theta^{\star}\right\|_{2}^{2} & =\mathbb{E}\left[\left(\alpha_{t}^{\star} Z\right)^{2}\right]=\left(\alpha_{t}^{\star}\right)^{2}  \tag{11a}\\
\lim _{p \rightarrow \infty}\left\|r_{t}-\varepsilon\right\|_{2}^{2} & =\mathbb{E}\left[\left(\gamma_{t}^{\star} Z\right)^{2}\right]=\left(\gamma_{t}^{\star}\right)^{2} \tag{11b}
\end{align*}
$$

making explicit the operational meanings of $\alpha_{t}^{\star}$ and $\gamma_{t}^{\star}$ constructed in the SE recursion (9).
A non-asymptotic theory? While state evolution has played a pivotal role towards understanding AMP in various applications, it is asymptotic in nature, in the sense that it predicts the AMP dynamics in the presence of asymptotically large dimensions with the number of iterations held fixed. This limits the prediction power of existing AMP theory in at least two aspects:

- Most prior AMP theory fell short in predicting the convergence rate of AMP below a constant error floor (e.g., it did not predict how many iterations are needed in order to achieve a risk that is $o(1)$ away from that of the fixed point).
- Most prior AMP theory did not provide non-asymptotic rates for the statistical estimation error, nor did it offer non-asymptotic distributional guarantees.

In short, when viewed as a fast iterative algorithm, existing theory for AMP provides an incomplete picture of the convergence rate when compared with that of other optimization algorithms; when employed as a theoretical machinery, the AMP theory might sometime lose its benefits as well when compared with other alternative tools (e.g., the Gaussian min-max theorem (Thrampoulidis et al., 2018; Celentano et al., 2023c) and the leave-one-out analysis framework (El Karoui, 2018; Ma et al., 2020; Chen et al., 2019a)).

Developing a finite-sample analysis of AMP is instrumental not only in comprehending AMP's efficacy as an optimization algorithm, but also in extending its utility as a fundamental statistical analysis tool. Consequently, it has been an active research direction over the last couple of years. The seminal work by Rush and Venkataramanan (2018) analyzed AMP for linear models and developed the first result allowing the number of iterations to grow with the problem dimension $n$ - more precisely, the iteration number $t$ can be as large as $o(\log n / \log \log n)$; this result is further improved to $O(\log n / \log \log n)$ for symmetric AMP in Bao et al. (2023). Subsequently, Li and Wei (2022) presented a general framework for understanding the non-asymptotic performance of AMP in spiked low-rank matrix estimation, allowing the number of iterations to grow as $O(n /$ poly $(\log n))$ and facilitating a more precise non-asymptotic prediction of AMP's behavior. Of particular interest was the subsequent study by Li et al. (2023a) concerning the problem of $Z_{2}$ synchronization - a special case of structured matrix estimation - revealing fast non-asymptotic convergence of AMP even when initialized randomly. This type of results cannot be derived based on previous SE-based asymptotic analysis.

When it comes to sparse and robust regression, however, the non-asymptotic AMP theory remains highly inadequate. On one hand, Rush and Venkataramanan (2018) was only able capable of analyzing AMP up to $o(\log n / \log \log n)$ iterations, which is typically insufficient to uncover the convergence behavior of AMP for higher precision. On the other hand, the non-asymptotic framework in Li and Wei (2022) is not readily applicable to linear regression. All this gives rise to the following natural questions:

Can we develop a non-asymptotic theory for AMP tailored to sparse and robust regression, allowing the number of iterations to grow polynomially in the problem size?
This question was previously out of reach, and has been posed as an open problem in Cademartori and Rush (2023). Addressing this question is crucial in understanding and unleashing the power of AMP across diverse statistical domains.

### 1.4 A peek at our main contributions

In this paper, we answer the above-mentioned open problem in the affirmative, through development of a novel non-asymptotic framework that enables faithful prediction of AMP dynamics even when the number of iterations scales with the problem dimension. Based on this framework, we derive finite-sample/finite-time statistical guarantees that substantially strengthen the celebrated Gaussian approximation theory of AMP. In what follows, let us highlight several key findings.

A general analysis recipe. In an attempt to develop non-asymptotic theory for sparse and robust regression, we propose a unified recipe that facilitates fine-grained characterizations of the AMP iterates.

- A fine-grained Gaussian decomposition of $A M P$ iterates. For any $1 \leq t \leq \min \{n, p\}$, we rigorize a general decomposition of the AMP updates as follows

$$
\begin{equation*}
\theta_{t+1}-\theta^{\star}=\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}+\zeta_{t} \tag{12}
\end{equation*}
$$

where $\left\{\psi_{k}\right\}_{k=1}^{t}$ are independently generated obeying $\psi_{k} \sim \mathcal{N}\left(0, \frac{1}{n} I_{p}\right), \zeta_{t} \in \mathbb{R}^{p}$ stands for a residual vector, and we denote by $\alpha_{t}=\left[\alpha_{t}^{k}\right]_{1 \leq k \leq t} \in \mathbb{R}^{t}$ the coefficient vector. See Theorem 1 for details. In particular, for both sparse and robust regression, we can demonstrate that

$$
\begin{equation*}
\left\|\alpha_{t}\right\|_{2}^{2}=\sum_{k=1}^{t}\left(\alpha_{t}^{k}\right)^{2} \approx\left(\alpha_{t}^{\star}\right)^{2} \tag{13}
\end{equation*}
$$

with $\alpha_{t}^{\star}$ obtained in the asymptotic state evolution sequence (9).

- Finite-sample control of the residual terms. In light of the above decomposition (12) of AMP, we further prove in Theorem 5 that: under certain conditions, the residual terms in (12) satisfy ${ }^{2}$

$$
\begin{equation*}
\left\|\zeta_{t}\right\|_{2} \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}} \tag{14}
\end{equation*}
$$

for every $t$ obeying $t \lesssim n / \log ^{4} n$. This result in conjunction with (12) and (13) delivers the first finite-sample theory that validates Gaussian approximation of AMP for up to $O\left(n / \log ^{4} n\right)$ iterations.

Non-asymptotic AMP theory for sparse and robust regression. The general recipe described above allows us to derive - in a non-asymptotic fashion - distributional characterizations of the AMP iterates for both sparse and robust regression, detailed below.

- Sparse regression. When the unknown signal $\theta^{\star}$ is $k$-sparse, we study the dynamics of AMP designed to promote sparsity, which has intimate connection with the optimally tuned Lasso. We demonstrate that the general framework mentioned above is particularly effective in tackling this setting, with the residual term controlled by (14). As a concrete consequence, this reveals that the estimation error $\theta_{t+1}-\theta^{\star}$ obeys

$$
\begin{equation*}
\theta_{t+1}-\theta^{\star}=v_{t+1}+\zeta_{t} \quad \text { with } W_{1}\left(\mu_{v_{t+1}}, \mathcal{N}\left(0, \frac{\left(\alpha_{t}^{\star}\right)^{2}}{n} I_{p}\right)\right) \lesssim \frac{\operatorname{poly}(\log n)}{n^{1 / 2}} \text { and }\left\|\zeta_{t}\right\|_{2} \lesssim \frac{\log n}{n^{1 / 3}} \tag{15}
\end{equation*}
$$

[^2]for any $t \lesssim \operatorname{poly}(\log n)$, where $\mu_{v_{t}}$ represents the distribution of $v_{t}$, and $W_{1}(\cdot, \cdot)$ indicates the Wasserstein distance of order 1 between two distributions (to be defined in (18)). Moreover, it can be shown that $\alpha_{t}^{\star}$ converges to its limiting point (as $t \rightarrow \infty$ ) exponentially fast. In summary, our result confirms the efficacy of AMP for solving sparse regression, while at the same time improving upon prior theory by providing non-asymptotic distributional guarantees that remain valid up to $n /$ poly $(\log n)$ iterations. As another implication of our distributional characterization, the distance between the risk of our sparse estimator and the state evolution prediction obeys
\[

$$
\begin{equation*}
\left\|\mathrm{ST}_{\tau_{t}}\left(\theta_{t}\right)-\theta^{\star}\right\|_{2}-\gamma_{t}^{\star}=O\left(\frac{\log n}{n^{1 / 3}}\right) \tag{16}
\end{equation*}
$$

\]

after a logarithmic number of iterations; this error estimate improves upon the state-of-the-art theory for the Lasso estimator (which was $O\left(\frac{\operatorname{poly}(\log n)}{n^{1 / 4}}\right)$ as derived in Miolane and Montanari (2021); Celentano et al. (2023c)). More details can be found in Section 2.2.

- Robust regression. Another contribution of this paper is to establish non-asymptotic distributional guarantees for AMP tailored to robust regression. More specifically, focusing on the Huber loss, we study the dynamics of the AMP designed to solve the robust M-estimation problem (Donoho and Montanari, 2016). In this case, we demonstrate that the AMP iterates also admit the decomposition (12) with the residual term satisfying (14) for all $t \lesssim n / \operatorname{poly}(\log n)$; as a consequence, the non-asymptotic distributional guarantees (15) continue to be valid in robust regression (albeit with a different state evolution prediction). Another implication of our results is the risk estimate

$$
\begin{equation*}
\left\|\theta_{t+1}-\theta^{\star}\right\|_{2}-\gamma_{t}^{\star}=O\left(\frac{\log n}{n^{1 / 3}}\right) \tag{17}
\end{equation*}
$$

for all $t=O(\log n)$. When translated to the risk of robust M-estimator, this exhibits a faster rate compared to prior work (note that the previously known bound in Han and Shen (2023) has an error term on the order of $\left.O\left(\frac{(\operatorname{poly}(\log n)}{n^{1 / 500}}\right)\right)$. We refer the readers to Section 2.3 for detailed discussions.

### 1.5 Notation

In this subsection, we introduce a set of notation that will be useful throughout. To begin with, for any integer $n>0$, we denote $[n]=\{1, \ldots, n\}$. An $\epsilon$-cover of a set $\Theta$ w.r.t. metric $\rho(\cdot, \cdot)$ refers to a set $\left\{\theta^{1}, \theta^{2}, \ldots, \theta^{N}\right\} \subseteq \Theta$ such that, for every $\theta \in \Theta$, there exists some $i \in[N]$ such that $\rho\left(\theta, \theta^{i}\right) \leq \epsilon$. The $\epsilon$-covering number $N(\epsilon, \rho, \Theta)$ is the cardinality of the smallest $\epsilon$-cover of $\Theta$ w.r.t. metric $\rho(\cdot, \cdot)$. For notational convenience, when $\rho$ is taken to be the $\ell_{2}$-norm, we often abbreviate the covering number as $N(\epsilon, \Theta)$. In addition, we denote by $\mathbb{B}^{d}(r)=\left\{\theta \in \mathbb{R}^{d} \mid\|\theta\|_{2} \leq r\right\}$ the $d$-dimensional Euclidean ball of radius $r$ centered at 0 , and $\mathcal{S}^{d-1}=\left\{x \in \mathbb{R}^{d} \mid\|x\|_{2}=1\right\}$ the unit sphere in $\mathbb{R}^{d}$. We often write 0 (resp. 1) to denote the all-zero (resp. all-one) vector, and let $I_{n}$ (or simply $I$ ) indicate the $n \times n$ identity matrix. When a scalar function is applied to a vector, it should be understood that the function is applied in an entry-wise fashion. In addition, for any two functions $f(\cdot)$ and $g(\cdot)$, we write $f(n) \ll g(n)$ or $f(n)=o(g(n))$ if $f(n) / g(n) \rightarrow 0$ as $n \rightarrow \infty$, and write $f(n) \gg g(n)$ if $g(n) / f(n) \rightarrow 0$ as $n \rightarrow \infty$. We use $c_{1}, c_{2}, \ldots, C_{1}, C_{2}, \ldots$ to denote universal constants that do not change with salient parameters. Note that these universal constants may change from line to line. For any two vectors $a=\left[a_{i}\right]_{1 \leq i \leq n}$ and $b=\left[b_{i}\right]_{1 \leq i \leq n}$ of the same dimension, we denote by $a \circ b=\left[a_{i} b_{i}\right]_{1 \leq i \leq n}$ the Hadamard product.

Given two probability distributions $\mu$ and $\nu$ on $\mathbb{R}^{n}$, the Wasserstein distance of order $q$ between these two distributions is defined as

$$
\begin{equation*}
W_{q}(\mu, \nu):=\left(\inf _{\gamma \in \mathcal{C}(\mu, \nu)} \underset{(x, y) \sim \gamma}{\mathbb{E}}\left[\|x-y\|_{2}^{q}\right]\right)^{1 / q}, \tag{18}
\end{equation*}
$$

where $\mathcal{C}(\mu, \nu)$ stands for the set of all couplings of $\mu$ and $\nu$ (i.e., all joint distributions $\gamma(x, y)$ whose marginal distributions are $\mu$ and $\nu$, respectively). We often employ $\mu(X)$ or $\mu_{X}$ to denote the distribution of $X$.

## 2 Main results

In this section, we present our non-asymptotic decomposition for AMP when applied to both sparse and robust regression, following the development of a crucial decomposition of the AMP iterates that make explicit their approximate Gaussianity.

### 2.1 A general decomposition for AMP iterates

In this section, we develop a general recipe that helps decompose each AMP iterate into three components: (i) a signal component, (ii) a superposition of Gaussian vectors that captures the main error component, and (iii) a residual term (which will be shown to be well-controlled for both sparse and robust regression).

Before proceeding, let us first make note of an equivalent form of the original AMP iterations (4) as studied in Bayati and Montanari (2011a). To be precise, by setting

$$
\begin{equation*}
\beta_{t}=\theta_{t}-\theta^{\star} \quad \text { and } \quad s_{t}=r_{t}-\varepsilon, \quad t=0,1, \cdots \tag{19}
\end{equation*}
$$

(namely, $\beta_{t}$ (resp. $s_{t}$ ) indicates the error when using $\theta_{t}$ (resp. $r_{t}$ ) to estimate the true signal $\theta^{\star}$ (resp. the noise $\varepsilon$ )), the AMP algorithm (4) can be equivalently expressed as (Bayati and Montanari, 2011a)

$$
\begin{align*}
s_{t} & =X F_{t}\left(\beta_{t}\right)-\left\langle F_{t}^{\prime}\left(\beta_{t}\right)\right\rangle G_{t-1}\left(s_{t-1}\right)  \tag{20a}\\
\beta_{t+1} & =X^{\top} G_{t}\left(s_{t}\right)-\left\langle G_{t}^{\prime}\left(s_{t}\right)\right\rangle F_{t}\left(\beta_{t}\right) \tag{20b}
\end{align*}
$$

where $\left\{F_{t}\right\}_{t \geq 1}$ and $\left\{G_{t}\right\}_{t \geq 0}$ denote two sequences of properly chosen scalar functions (note that they are applied entrywise to the vector argument here) as

$$
\begin{equation*}
G_{t}(s)=\left\langle g_{t}^{\prime}(s+\varepsilon)\right\rangle^{-1} g_{t}(s+\varepsilon) \quad \text { and } \quad F_{t}(\beta)=\theta^{\star}-f_{t}\left(\beta+\theta^{\star}\right) \tag{21a}
\end{equation*}
$$

initialized to

$$
G_{0}\left(s_{0}\right)=0 \quad \text { and } \quad F_{1}\left(\beta_{1}\right)=\theta^{\star}-f_{1}\left(\beta_{1}\right)=\theta^{\star}
$$

As a consequence, in order to understand how $\theta_{t}$ evolves during the execution of the algorithm, it suffices to focus on the dynamics of $\beta_{t+1}$. The following theorem introduces a general decomposition of $\left(s_{t}, \beta_{t+1}\right)$, whose proof is postponed to Section A.1.
Theorem 1. Consider the linear model (1) under i.i.d. Gaussian design (i.e., $X_{i j} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}(0,1 / n)$ ). Suppose the functions $\left\{G_{t}\right\}$ and $\left\{F_{t}\right\}$ are differentiable except at a finite number of points. For any $1 \leq t \leq \min \{n, p\}$, the AMP sequence defined in (20) admits the following decomposition:

$$
\begin{align*}
s_{t} & =\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}+\xi_{t}=: u_{t}+\xi_{t}  \tag{22a}\\
\beta_{t+1} & =\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}+\zeta_{t}=: v_{t+1}+\zeta_{t} \tag{22~b}
\end{align*}
$$

where
(i) $\left\{\phi_{k}\right\}_{k=1}^{t}$ and $\left\{\psi_{k}\right\}_{k=1}^{t}$ are independent vectors obeying $\phi_{k} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{1}{n} I_{n}\right)$ and $\psi_{k} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$;
(ii) the coefficients $\gamma_{t}=\left[\gamma_{t}^{k}\right]_{1 \leq k \leq t} \in \mathbb{R}^{t}$ and $\alpha_{t}=\left[\alpha_{t}^{k}\right]_{1 \leq k \leq t} \in \mathbb{R}^{t}$ satisfy

$$
\begin{equation*}
\left\|\gamma_{t}\right\|_{2}=\left\|F_{t}\left(\beta_{t}\right)\right\|_{2} \quad \text { and } \quad\left\|\alpha_{t}\right\|_{2}=\left\|G_{t}\left(s_{t}\right)\right\|_{2} \tag{23}
\end{equation*}
$$

(iii) the residual vectors obey $\xi_{t} \in \operatorname{span}\left\{G_{1}\left(s_{1}\right), \ldots, G_{t-1}\left(s_{t-1}\right)\right\}$ and $\zeta_{t} \in \operatorname{span}\left\{F_{1}\left(\beta_{1}\right), \ldots, F_{t}\left(\beta_{t}\right)\right\}$.

Remark 1. Note that the coefficient vectors $\gamma_{t}$ and $\alpha_{t}$ might be statistically dependent on $\left\{\phi_{k}\right\}_{k=1}^{t}$ and $\left\{\psi_{k}\right\}_{k=1}^{t}$.

In words, Theorem 1 ensures that both $s_{t}$ and $\beta_{t+1}$ can be viewed as weighted superpositions of Gaussian vectors in addition to some residual terms. If the residual terms are negligible (which we will demonstrate for both sparse and robust regression), $s_{t}$ and $\beta_{t+1}$ are well approximated by $\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}$ and $\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}$, which are both close to spherical Gaussian distributions (in terms of the 1-Wasserstein distance) in the sense that

$$
W_{1}\left(\mu\left(\frac{1}{\left\|\alpha_{t}\right\|_{2}} \sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}\right), \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)\right) \lesssim \sqrt{\frac{t \log n}{n}}
$$

Here, $\mu(\cdot)$ represents the distribution of a random vector; see Li and Wei (2022, Lemma 9) for a proof of this 1-Wasserstein distance result.

In contrast to prior literature, the above decomposition (22) is deterministic and general in nature, requiring very few assumptions (resp. no assumption) on the denoising functions (resp. the underlying signal $\theta^{\star}$ ) and making it well-suited for the studies of various models and estimators. The most critical challenge for applying Theorem 1 then boils down to bounding the magnitudes of the residual terms $\xi_{t}$ and $\zeta_{t}$, which often require non-trivial treatments. Fortunately, these terms can be very well controlled under both sparse and robust regression, which we shall discuss next in Sections 2.2 and 2.3.

Comparisons with prior approaches. Before continuing, we note that the iterative procedure (20) has also been analyzed in previous works (e.g., Bayati and Montanari (2011a, Section 3.2)) for understanding the high-dimensional asymptotics of AMP for solving various estimators like the Lasso. These prior techniques typically rely on the Gaussian conditioning trick (Bolthausen, 2009; Bayati and Montanari, 2011a; Wu and Zhou, 2024) and the state-evolution type analysis, which are drastically different from our proof strategy (as we shall elucidate momentarily). As another remark, the quantities $\left\|\gamma_{t}\right\|_{2}$ and $\left\|\alpha_{t}\right\|_{2}$ in Theorem 1 are often closely connected to the scalars $\gamma_{t}^{\star}$ and $\alpha_{t}^{\star}$ in the asymptotic state evolution (9), which will be made more clear in the next subsections. For this reason, we will sometimes refer to $\left\|\gamma_{t}\right\|_{2}$ and $\left\|\alpha_{t}\right\|_{2}$ as the finite-sample counterpart of the asymptotic state evolution.

### 2.2 Non-asymptotic AMP theory for sparse regression

With the general decomposition in Theorem 1 in place, we can readily move forward to investigate concrete models, for which we shall begin with sparse regression. Consider the linear model (1) with the underlying signal $\theta^{\star} \in \mathbb{R}^{p}$ being $k$-sparse. The statistical performance of various sparse estimators has been extensively studied, with a primary focus on the regime where $k$ is substantially smaller than $p$ (see, e.g., Donoho (2006); Candes et al. (2006); Candes and Tao (2007); Meinshausen and Bühlmann (2006); Fan and Li (2001); Zou and Hastie (2005); Yuan and Lin (2006); Rudelson and Vershynin (2008); Wainwright (2009); Zhao and Yu (2006); Zhang (2010)). In this work, we focus on the most sample-starved regime with linear sparsity and proportional growth, namely,

$$
\begin{equation*}
k \asymp n \asymp p \tag{24}
\end{equation*}
$$

a regime in which AMP proves extremely powerful (Bayati and Montanari, 2011a,b; Javanmard and Montanari, 2013; Maleki et al., 2013; Donoho et al., 2013; Su et al., 2017; Rush and Venkataramanan, 2018; Fan, 2022).

AMP for sparse regression. Let us first remind the readers of the AMP procedure tailored to sparse regression, which was introduced both as a fast procedure to find a sparse solution and as a theoretical tool for characterizing the risk of the Lasso estimator (Donoho et al., 2009; Bayati and Montanari, 2011b). As mentioned before, the algorithm (4) adopts the following denoising functions:

$$
\begin{equation*}
f_{t}(x)=\operatorname{sign}(x)\left(|x|-\tau_{t}\right)_{+}=: \mathrm{ST}_{\tau_{t}}(x) \quad \text { and } \quad g_{t}(x)=x \tag{25}
\end{equation*}
$$

When it comes to the alternative form (20), we can simply write

$$
\begin{equation*}
F_{t}(\beta)=\theta^{\star}-\mathrm{ST}_{\tau_{t}}\left(\theta^{\star}+\beta\right) \quad \text { and } \quad G_{t}(s)=s+\varepsilon \tag{26}
\end{equation*}
$$

It remains to specify the threshold sequence $\left\{\tau_{t}\right\}$. In this work, we concentrate on a specific choice as follows: by augmenting the notation in (4a) and defining

$$
\begin{equation*}
r_{t}(\tau):=y-X f_{t}\left(\theta_{t} ; \tau\right)+\left\langle f_{t}^{\prime}\left(\theta_{t} ; \tau\right)\right\rangle r_{t-1} \quad \text { with } f_{t}(x ; \tau):=\operatorname{sign}(x)(|x|-\tau)_{+} \tag{27}
\end{equation*}
$$

we select the (adaptive) threshold $\tau_{t}$ to be

$$
\begin{equation*}
\tau_{t}:=\arg \min _{\tau \geq 0}\left\|r_{t}(\tau)\right\|_{2} \tag{28}
\end{equation*}
$$

Remark 2. As we will demonstrate later (as in Section B.1.3), one can show that $\tau_{t}$ is very close to the quantity $\tau_{t}^{\star}$ below:

$$
\tau_{t}^{\star}:=\inf _{\tau: \tau \geq 0} \mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\alpha_{t}^{\star} g\right)\right\|_{2}^{2}\right] \quad \text { with } g \sim \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)
$$

Informally speaking, $\tau_{t}$ is selected in a data-driven manner aimed at minimizing the mean square estimation error.

State evolution for sparse regression. Next, we find it helpful to recall the (limiting version of) state evolution of AMP described in Donoho et al. (2009); Bayati and Montanari (2011b). Given a fixed sequence of thresholding scalars $\left\{b_{t}\right\}$, for every $t \geq 1$, define a two-dimensional vector $\left(\alpha_{t}^{\star}, \gamma_{t+1}^{\star}\right)$ recursively as

$$
\begin{align*}
\alpha_{t}^{\star 2} & =\gamma_{t}^{\star 2}+\|\varepsilon\|_{2}^{2}  \tag{29a}\\
\gamma_{t+1}^{\star 2} & =\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{b_{t}}\left(\theta^{\star}+\alpha_{t}^{\star} g\right)\right\|_{2}^{2}\right] \tag{29b}
\end{align*}
$$

with $g \sim \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$ and $\gamma_{1}^{\star}=\left\|\theta^{\star}\right\|_{2}$. In the asymptotic limit (with $p, n \rightarrow \infty$ ), this SE sequence (29) often depends only upon the empirical distribution of $\theta^{\star}$ and the limit of $\|\varepsilon\|_{2}^{2}$, and is independent from the iterates of the AMP procedure (as long as the threshold sequence is given). When the goal is to solve the Lasso estimator for some prescribed regularization parameter $\lambda>0$

$$
\begin{equation*}
\widehat{\theta}^{\text {Lasso }}:=\underset{\theta}{\operatorname{argmin}} \frac{1}{2}\|y-X \theta\|_{2}^{2}+\lambda\|\theta\|_{1}, \tag{30}
\end{equation*}
$$

the thresholding sequence can be selected to be $b_{t}=a(\lambda) \alpha_{t}^{\star}$, with $a(\lambda)$ a function of $\lambda$ as specified in Bayati and Montanari (2011b).

Given our adaptive threshold (28), this subsection focuses on

$$
\begin{align*}
\alpha_{t}^{\star 2} & =\gamma_{t}^{\star 2}+\|\varepsilon\|_{2}^{2}  \tag{31a}\\
\gamma_{t+1}^{\star 2} & =\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t}^{\star}}\left(\theta^{\star}+\alpha_{t}^{\star} g\right)\right\|_{2}^{2}\right], \quad \text { with } \tau_{t}^{\star}:=\inf _{\tau: \tau \geq 0} \mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\alpha_{t}^{\star} g\right)\right\|_{2}^{2}\right] \tag{31b}
\end{align*}
$$

where $g \sim \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$ and $\gamma_{1}^{\star}=\left\|\theta^{\star}\right\|_{2}$. With this sequence (31) in place, we shall also defining their limiting values (or fixed points):

$$
\begin{equation*}
\alpha^{\star}:=\lim _{t \rightarrow \infty} \alpha_{t}^{\star} \quad \text { and } \quad \gamma^{\star}:=\lim _{t \rightarrow \infty} \gamma_{t}^{\star} . \tag{32}
\end{equation*}
$$

Combining this with Remark 2, we see that the AMP (4) with the threshold (28) attempts to solve the optimally tuned Lasso (namely, picking the choice of $\lambda$ that minimizes the asymptotic estimation risk).

Non-asymptotic analysis for sparse regression. With the above setup and notation in place, we are ready to characterize the non-asymptotic performance of AMP below with the assistance of our general decomposition in Theorem 1. The proof of the theorem below is postponed to Section B.1.

Theorem 2. Suppose that the $k$-sparse signal $\theta^{\star}$ and the noise vector satisfy

$$
\begin{equation*}
\left\|\theta^{\star}\right\|_{1} \gtrsim \sqrt{k} \quad \text { and } \quad\left\|\theta^{\star}\right\|_{2} \asymp\|\varepsilon\|_{2} \asymp 1 \tag{33}
\end{equation*}
$$

with probability exceeding $1-O\left(n^{-10}\right)$, and assume that $n>2 k \log (p / k)$ and $p>2.3 k$. Then with probability at least $1-O\left(n^{-10}\right)$, the AMP iterates (4) with denoising functions (25) and threshold (28) admit the following decomposition

$$
\begin{equation*}
\theta_{t+1}-\theta^{\star}=\sum_{j=1}^{t} \alpha_{t}^{j} \psi_{j}+\zeta_{t} \quad \text { and } \quad r_{t}-\varepsilon=\sum_{j=1}^{t} \gamma_{t}^{j} \phi_{j}+\xi_{t} \tag{34}
\end{equation*}
$$

for every $t \lesssim \frac{n}{\log ^{4} n}$, where $\left\{\psi_{j}\right\}_{1 \leq j \leq t}$ (resp. $\left\{\phi_{j}\right\}_{1 \leq j \leq t}$ ) are independent Gaussian vectors drawn from $\mathcal{N}\left(0, \frac{1}{n} I_{p}\right)\left(\right.$ resp. $\left.\mathcal{N}\left(0, \frac{1}{n} I_{n}\right)\right)$, the coefficient vectors $\alpha_{t}=\left[\alpha_{t}^{j}\right]_{1 \leq j \leq t}$ and $\gamma_{t}=\left[\gamma_{t}^{j}\right]_{1 \leq j \leq t}$ obey

$$
\begin{equation*}
\left|\left\|\alpha_{t}\right\|_{2}^{2}-\alpha_{t}^{\star 2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{1 / 3} \quad \text { and } \quad\left|\left\|\gamma_{t}\right\|_{2}^{2}-\gamma_{t}^{\star 2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{1 / 3} \tag{35a}
\end{equation*}
$$

and the residuals $\left\{\xi_{t}\right\}$ and $\left\{\zeta_{t}\right\}$ satisfy

$$
\begin{equation*}
\left\|\xi_{t}\right\|_{2},\left\|\zeta_{t}\right\|_{2} \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{1 / 3} \tag{35b}
\end{equation*}
$$

Remark 3. In the noiseless case (i.e., $\varepsilon=0$ ), the minimum $\ell_{1}$-norm estimator, which corresponds to the $\lambda \rightarrow 0$ limit of the Lasso estimator, undergoes a sharp phase transition. As discussed in Amelunxen et al. (2014) and Celentano et al. (2023c, Page 2201), exact recovery by this estimator can only happen when $n \geq 2 k(1+o(k / p)) \log (p / k)$, which coincides with the assumption $n>2 k \log (p / k)$ imposed in Theorem 2.

Remark 4. It is also worth mentioning that Theorem 2 does not restrict the distribution of the noise vector $\varepsilon$, as long as its $\ell_{2}$-norm is properly controlled to be on the order 1.
Remark 5. The exponent in the probability $1-O\left(n^{-10}\right)$ can be replaced with $1-O\left(n^{-c}\right)$ with an arbitrarily large constant $c>0$. For simplicity, we have made no efforts to obtain the sharpest possible ones.

Let us take a moment to highlight several implications of Theorem 2.

- Non-asymptotic Gaussian approximation. In a nutshell, Theorem 2 demonstrates the proximity of the AMP update $\theta_{t+1}$ and some Gaussian distribution. For instance, taking the number of iterations to be $t=c_{t} \log n$ for some large enough constant $c_{t}>0$, we can guarantee that, with probability at least $1-O\left(n^{-10}\right)$,

$$
\begin{equation*}
\theta_{t+1}=\theta^{\star}+v_{t+1}+\zeta_{t} \quad \text { with } W_{1}\left(\mu_{v_{t+1}}, \mathcal{N}\left(0, \frac{\left(\alpha_{t}^{\star}\right)^{2}}{n} I_{p}\right)\right) \lesssim \frac{\log n}{n^{1 / 2}} \text { and }\left\|\zeta_{t}\right\|_{2} \lesssim \frac{\log n}{n^{1 / 3}} \tag{36}
\end{equation*}
$$

where $\mu_{v_{t+1}}$ represents the distribution of $v_{t+1}$. In fact, given that $\alpha_{t}^{\star}$ converges to the limiting point $\alpha^{\star}$ exponentially fast (see discussion in Section B.1.3), we can further conclude that

$$
\begin{equation*}
\theta_{t+1}=\theta^{\star}+v_{t+1}+\zeta_{t} \quad \text { with } W_{1}\left(\mu_{v_{t+1}}, \mathcal{N}\left(0, \frac{\left(\alpha^{\star}\right)^{2}}{n} I_{p}\right)\right) \lesssim \frac{\log n}{n^{1 / 2}} \quad \text { and } \quad\left\|\zeta_{t}\right\|_{2} \lesssim \frac{\log n}{n^{1 / 3}} \tag{37}
\end{equation*}
$$

with probability at least $1-O\left(n^{-10}\right)$. As far as we know, this result offers the first non-asymptotic theory of the AMP estimator tailored to sparse regression when $t \gtrsim \frac{\log n}{\log \log n}$, which significantly improves upon the best non-asymptotic prior result Rush and Venkataramanan (2018) that was only able to accommodate $o\left(\frac{\log n}{\log \log n}\right)$ iterations.

- Improved non-asymptotic risk of the optimally-tuned Lasso. Given the intimate connection between the aforementioned AMP procedure and Lasso - particularly the one with the regularization parameter carefully chosen to minimize the mean square estimation error - we can immediately see that our result offers a non-asymptotic distributional theory for the optimally-tuned Lasso. Note that the best-known distributional theory for the Lasso has been established by Miolane and Montanari (2021); Celentano et al. (2023c) using the Gaussian min-max theorm; more concretely, Celentano et al. (2023c, Theorem 5) asserts that

$$
\left|\left\|\hat{\theta}^{\text {Lasso }}-\theta^{\star}\right\|_{2}-\gamma^{\star}\right|=O\left(\frac{\log n}{n^{1 / 4}}\right)
$$

where $\hat{\theta}^{\text {Lasso }}$ denotes the solution of the optimally-tuned Lasso. Our result indicates that better rates can be obtained with sparse estimators produced by the AMP algorithm. In particular, taking $t=c_{t} \log n$ for some large enough constant $c_{t}>0$ reveals that

$$
\begin{equation*}
\left\|\mathrm{ST}_{\tau_{t}}\left(\theta_{t}\right)-\theta^{\star}\right\|_{2}=\left\|F_{t}\left(\beta_{t}\right)\right\|_{2}=\left\|\gamma_{t}\right\|_{2}=\gamma_{t}^{\star}+O\left(\frac{\log n}{n^{1 / 3}}\right)=\gamma^{\star}+O\left(\frac{\log n}{n^{1 / 3}}\right) \tag{38}
\end{equation*}
$$

where we once again invoke the property that $\gamma_{t}^{\star}$ converges exponentially fast to $\gamma^{\star}$ (see discussion in Section B.1.3). It is worth emphasizing that such fine-grained results were unavailable in prior results that used the state-evolution-based analysis of AMP.

### 2.3 Non-asymptotic AMP theory for robust regression

Next, let us turn to robust regression, which concerns the linear model (1) with the noise being a mixture of Gaussians and some contamination distribution $H$, i.e.,

$$
\begin{equation*}
\varepsilon_{i} \stackrel{\text { i.i.d. }}{\sim}\left(1-\epsilon_{H}\right) \mathcal{N}\left(0, \sigma^{2}\right)+\epsilon_{H} H, \quad 1 \leq i \leq n . \tag{39}
\end{equation*}
$$

We shall assume throughout that

$$
\begin{equation*}
\sigma^{2} \asymp 1 / n \tag{40}
\end{equation*}
$$

Robust regression was originally proposed by Huber (1973) and subsequently developed by Bickel (1975) and many others. The focus therein was on the case where the signal dimension $p$ is much smaller than the sample size $n$ (see, e.g., Hampel (1974); Maronna et al. (2019); Rousseeuw and Leroy (2005); Fan et al. (2014); Loh and Wainwright (2013); Loh (2017); Sun et al. (2020) and the references therein). The modern high-dimensional setting - where the number of variables $p$ is comparable to the sample size $n$ - has been recently explored by El Karoui et al. (2013); Donoho and Montanari (2016, 2015); El Karoui (2018); Lei et al. (2018); Thrampoulidis et al. (2018); Bellec et al. (2022); Bellec and Koriyama (2023); Adomaityte et al. (2023).

AMP for robust regression. A common estimator for robust regression is called the robust M-estimator, which selects a non-negative convex loss function $\rho: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ and solves the following optimization problem:

$$
\begin{equation*}
\widehat{\theta}:=\arg \min _{\theta \in \mathbb{R}^{p}} \mathcal{L}(\theta ; y, X), \quad \text { where } \mathcal{L}(\theta ; y, X):=\sum_{i=1}^{n} \rho\left(y_{i}-\left\langle X_{i}, \theta\right\rangle\right) \tag{41}
\end{equation*}
$$

In this subsection, we focus on the Huber loss as follows

$$
\rho(z)=\rho_{\text {huber }}(z, \lambda):= \begin{cases}z^{2} / 2, & \text { if }|z| \leq \lambda  \tag{42}\\ \lambda|z|-\lambda^{2} / 2, & \text { otherwise }\end{cases}
$$

for some prescribed threshold $\lambda>0$ (chosen such that $\lambda \asymp 1 / \sqrt{n} \asymp \sigma$ ), which is arguably the most popular choice to tackle robust regression.

In an attempt to compute and quantify the risk of the above robust M-estimator, one can resort to the AMP algorithm (4) with the following denoising functions (Donoho and Montanari, 2016)

$$
\begin{equation*}
f_{t}(x)=x \quad \text { and } \quad g_{t}(x)=\frac{n}{p} \Psi\left(z, b_{t}\right) \tag{43a}
\end{equation*}
$$

where we remind the reader that

$$
\Psi(z, b)=\rho_{b}^{\prime}(z) \quad \text { with } \quad \rho_{b}(z):=\min _{x}\left\{\rho(x)+\frac{1}{2 b}(x-z)^{2}\right\}
$$

for some regularization parameter $b>0$. When $\rho$ corresponds to the Huber loss (42), it is easily seen that

$$
\Psi(z, b)=b \psi\left(\frac{z}{1+b}, \lambda\right) \quad \text { with } \quad \psi(z ; \lambda)=\min \{\max \{z,-\lambda\}, \lambda\}
$$

Additionally, the algorithm is initialized at $\theta_{1}=0, r_{0}=0$ and $r_{1}=y$, and the parameter $b_{t}$ is chosen such that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \Psi^{\prime}\left(r_{i}^{t}, b_{t}\right)=\frac{p}{n}, \quad \text { or equivalently, } \quad\left\langle g_{t}^{\prime}\left(r_{t}\right)\right\rangle=1 \tag{44}
\end{equation*}
$$

where $\Psi^{\prime}(\cdot, \cdot)$ denotes differentiation w.r.t. the first variable.
Remark 6. When it comes to the equivalent representation (20), one can choose

$$
\begin{equation*}
F_{t}(\beta)=-\beta \quad \text { and } \quad G_{t}(s)=g_{t}(s+\varepsilon)=\frac{n}{p} b_{t} \psi\left(\frac{s+\varepsilon}{1+b_{t}} ; \lambda\right) \tag{45}
\end{equation*}
$$

State evolution for robust regression. In order to predict the dynamics of the AMP algorithm, it is helpful to introduce the following state evolution recursion as introduced in Donoho and Montanari (2016). Specifically, for any $t \geq 1$, Donoho and Montanari (2016) defines a sequence of $\left(\alpha_{t}^{\star}, \gamma_{t+1}^{\star}\right) \in \mathbb{R}^{2}$ recursively as follows:

$$
\begin{align*}
\alpha_{t}^{\star 2} & =\left(\frac{n b_{t}^{\star}}{p\left(1+b_{t}^{\star}\right)}\right)^{2} \mathbb{E}\left[\left\|\psi\left(\varepsilon+\gamma_{t}^{\star} g ; \lambda\left(1+b_{t}^{\star}\right)\right)\right\|_{2}^{2}\right]  \tag{46a}\\
\gamma_{t+1}^{\star 2} & =\frac{p}{n} \alpha_{t}^{\star 2} \tag{46b}
\end{align*}
$$

where $\gamma_{1}^{\star}=\left\|\theta^{\star}\right\|_{2}$ and $b_{t}^{\star}$ is chosen to satisfy

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\Psi^{\prime}\left(\varepsilon_{i}+\gamma_{t}^{\star} g_{i}, b_{t}^{\star}\right)\right]=\frac{p}{n} \quad \text { with } g_{i} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{1}{n}\right) . \tag{46c}
\end{equation*}
$$

It is worthwhile to remark that the sequence $\left(\alpha_{t}^{\star}, \gamma_{t+1}^{\star}\right) \in \mathbb{R}^{2}$ does not depend on the actual iterates of the AMP procedure.

Non-asymptotic analysis for robust regression. We are now ready to present our non-asymptotic theory for AMP in the context of robust regression. With the aid of our general decomposition in Theorem 1, we can establish the following non-asymptotic theoretical guarantees.

Theorem 3. Suppose that the signal $\theta^{\star}$ and the noise satisfy

$$
\begin{equation*}
\left\|\theta^{\star}\right\|_{2} \asymp\|\varepsilon\|_{2} \asymp 1 \tag{47a}
\end{equation*}
$$

with probability at least $1-O\left(n^{-10}\right)$. Assume that

$$
\begin{equation*}
n>p \asymp n, \quad \lambda \asymp 1 / \sqrt{n} \quad \text { and } \quad \sigma^{2} \asymp 1 / n . \tag{47b}
\end{equation*}
$$

Consider the denoising functions chosen as in (45). Then with probability exceeding $1-O\left(n^{-10}\right)$, the AMP iterates (4) with denoising functions (43) and threshold (44) admit the decomposition

$$
\begin{equation*}
\theta_{t+1}-\theta^{\star}=\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}+\zeta_{t} \quad \text { and } \quad r_{t}-\varepsilon=\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}+\xi_{t} \tag{48}
\end{equation*}
$$

for every $t \lesssim \frac{n}{\log ^{4} n}$, where $\left\{\psi_{j}\right\}_{1 \leq j \leq t}$ (resp. $\left\{\phi_{j}\right\}_{1 \leq j \leq t}$ ) are independent Gaussian vectors drawn from $\mathcal{N}\left(0, \frac{1}{n} I_{p}\right)\left(\right.$ resp. $\left.\mathcal{N}\left(0, \frac{1}{n} I_{n}\right)\right)$, the coefficient vectors $\alpha_{t}=\left[\alpha_{t}^{j}\right]_{1 \leq j \leq t}$ and $\gamma_{t}=\left[\gamma_{t}^{j}\right]_{1 \leq j \leq t}$ obey

$$
\begin{equation*}
\left|\left\|\alpha_{t}\right\|_{2}^{2}-\alpha_{t}^{\star 2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{1 / 3} \quad \text { and } \quad\left|\left\|\gamma_{t}\right\|_{2}^{2}-\gamma_{t}^{\star 2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{1 / 3} \tag{49a}
\end{equation*}
$$

and the residuals $\left\{\xi_{t}\right\}$ and $\left\{\zeta_{t}\right\}$ satisfy

$$
\begin{equation*}
\left\|\xi_{t}\right\|_{2},\left\|\zeta_{t}\right\|_{2} \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}} \tag{49b}
\end{equation*}
$$

The proof of this result is provided in Section B.2.
In words, Theorem 3 characterizes the distribution of AMP updates with finite-sample guarantees. Akin to the sparse regression case, if the number of iterations is taken to be $t=O(\log n)$, then one can write

$$
\begin{equation*}
\theta_{t+1}=\theta^{\star}+v_{t+1}+\zeta_{t} \quad \text { with } W_{1}\left(\mu_{v_{t+1}}, \mathcal{N}\left(0, \frac{\left(\alpha_{t}^{\star}\right)^{2}}{n} I_{p}\right)\right) \lesssim \frac{\log n}{n^{1 / 2}} \text { and }\left\|\zeta_{t}\right\|_{2} \lesssim \frac{\log n}{n^{1 / 3}} \tag{50}
\end{equation*}
$$

with high probability. In the meantime, with probability exceeding $1-O\left(n^{-10}\right)$ one has

$$
\begin{equation*}
\left\|\theta_{t+1}-\theta^{\star}\right\|_{2}=\left\|F_{t}\left(\beta_{t}\right)\right\|_{2}=\left\|\gamma_{t}\right\|_{2}=\gamma_{t}^{\star}+O\left(\frac{\log n}{n^{1 / 3}}\right) \tag{51}
\end{equation*}
$$

Evidently, these results recover Donoho and Montanari (2016, Theorem 1.2) in the high-dimensional asymptotics with $n, p \rightarrow \infty$ for any fixed $t$, while at the same time improving upon Donoho and Montanari (2016) by offering non-asymptotic distributional guarantees that account for up to a polynomial number of iterations.

Before concluding this section, we note that the performance of the robust M-estimator in the high dimensional asymptotics has been studied in Donoho and Montanari $(2016,2015)$ with the aid of the AMP machinery. Certain regularized variants of the robust M-estimator have also been analyzed by means of the leave-one-out analysis (El Karoui, 2013, 2018) and convex Gaussian min-max (CGMT) theorem (Thrampoulidis et al., 2018; Han and Shen, 2023). The only result that offers explicit non-asymptotic guarantees is provided in (Han and Shen, 2023), which leverages the CGMT technique to control the finitesample error bound to be the order of $O\left(n^{-1 / 500}\right)$. In contrast, the AMP analysis in Theorem 3 offers finite-sample error bound on the order of $O\left(\frac{\log n}{n^{1 / 3}}\right)$. It is worth noting, however, that Han and Shen (2023) is able to extend beyond i.i.d. Gaussian design and unveil interesting universality phenomena.

## 3 Key technical innovation: controlling the residuals

It is worth noting that the decomposition (22) in Theorem 1, while being fully non-asymptotic and general, has not yet offered quantitative descriptions about the magnitudes of the residual terms $\xi_{t}$ and $\zeta_{t}$, making it insufficient to imply any distributional guarantees of the AMP iterates. The key innovation of the current paper thus lies in establishing effective control of $\xi_{t}$ and $\zeta_{t}$. In comparison, the approach adopted in our prior work Li and Wei (2022) was insufficient to accommodate the most challenging SNR regime for sparse and robust regression; more discussions on this can be found at the end of this section.

### 3.1 A fine-grained decomposition for the residuals

A key ingredient of our analysis is to develop a finer representation of $\xi_{t}$ (resp. $\zeta_{t}$ ) by analyzing its corresponding coefficient on the set $\left\{G_{1}\left(s_{1}\right), \ldots, G_{t-1}\left(s_{t-1}\right)\right\}$ (resp. $\left.\left\{F_{1}\left(\beta_{1}\right), \ldots, F_{t}\left(\beta_{t}\right)\right\}\right)$. Towards this end, we find it helpful to first construct a couple of auxiliary sequences, detailed next.

Auxiliary sequences. We now construct recursively a set of auxiliary iterates $\left\{\widehat{s}_{t}\right\} \subseteq \mathbb{R}^{n}$ and $\left\{\widehat{\beta}_{t}\right\} \subseteq \mathbb{R}^{p}$, as well as the coefficient vectors $\widehat{\alpha}_{t}=\left[\widehat{\alpha}_{t}^{k}\right]_{1 \leq k \leq t} \in \mathbb{R}^{t}$ and $\widehat{\gamma}_{t}=\left[\widehat{\gamma}_{t}^{k}\right]_{1 \leq k \leq t} \in \mathbb{R}^{t}$. Specifically,

- Let us start with $\widehat{\alpha}_{0}=0$ and $\widehat{s}_{1}=u_{1}$ and $\widehat{\beta}_{1}=v_{1}$.
- For each $t \geq 1$ and $\phi_{k} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{1}{n} I_{n}\right)$ and $\psi_{k} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$,
- construct the vector $\widehat{\gamma}_{t}=\left[\widehat{\gamma}_{t}^{k}\right]_{1 \leq k \leq t} \in \mathbb{R}^{t}$

$$
\widehat{\gamma}_{t}^{k}:= \begin{cases}\left\langle G_{t}^{\prime}\left(\widehat{s}_{t}\right)-G_{t}^{\prime}\left(s_{t}\right)\right\rangle+\frac{1}{\left\|\gamma_{t}\right\|_{2}^{2}}\left\langle\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}, G_{t}\left(s_{t}\right)-G_{t}\left(\widehat{s}_{t}\right)\right\rangle & \text { for } k=t  \tag{52a}\\ \widehat{\alpha}_{t-1}^{k}\left\langle G_{t}^{\prime}\left(\widehat{s}_{t}\right) \circ G_{k}^{\prime}\left(u_{k}\right)\right\rangle & \text { for } k<t\end{cases}
$$

- compute

$$
\begin{equation*}
\widehat{\beta}_{t+1}:=v_{t+1}+\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(v_{k}\right), \quad v_{t+1}:=\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k} \tag{52b}
\end{equation*}
$$

- construct the vectors $\widehat{\alpha}_{t}=\left[\widehat{\alpha}_{t}^{k}\right]_{1 \leq k \leq t} \in \mathbb{R}^{t}$ such that

$$
\widehat{\alpha}_{t}^{k}:=\left\{\begin{array}{lr}
\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}^{\prime}\left(\beta_{t+1}\right)\right\rangle+\frac{1}{\left\|\alpha_{t}\right\|_{2}^{2}}\left\langle\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle & \text { for } k=t  \tag{52c}\\
\widehat{\gamma}_{t}^{k+1}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{k+1}^{\prime}\left(v_{k+1}\right)\right\rangle & \text { for } k<t
\end{array}\right.
$$

- compute

$$
\begin{equation*}
\widehat{s}_{t+1}:=u_{t+1}+\sum_{k=1}^{t} \widehat{\alpha}_{t}^{k} G_{k}\left(u_{k}\right), \quad u_{t+1}:=\sum_{k=1}^{t+1} \gamma_{t+1}^{k} \phi_{k} \tag{52~d}
\end{equation*}
$$

Crucially, the auxiliary sequence $\left(\widehat{s}_{t}, \widehat{\beta}_{t+1}\right)$ constructed above serves as a good proxy of $\left(s_{t}, \beta_{t+1}\right)$.

Fine-grained representation. Equipped with the above quantities, we are ready to state the following result, whose proof is deferred to Section A.2.

Theorem 4. Under the assumptions of Theorem 1, the residual terms in the decomposition (22) can be written as

$$
\begin{align*}
& \xi_{t+1}=\sum_{k=1}^{t} \widehat{\alpha}_{t}^{k} G_{k}\left(s_{k}\right)+\widehat{\xi}_{t+1}  \tag{53a}\\
& \zeta_{t+1}=\sum_{k=1}^{t+1} \widehat{\gamma}_{t+1}^{k} F_{k}\left(\beta_{k}\right)+\widehat{\zeta}_{t+1} \tag{53b}
\end{align*}
$$

where $\widehat{\xi}_{t+1}$ and $\widehat{\zeta}_{t+1}$ satisfy, with probability at least $1-O\left(n^{-10}\right)$, that

$$
\begin{align*}
\widehat{\xi}_{t+1}= & \sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle \alpha_{t}^{k}-\sum_{j=k+1}^{t} \widehat{\gamma}_{t}^{j}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle \alpha_{j-1}^{k}\right] \\
& +\mathcal{P}_{G_{t}\left(s_{t}\right)}^{\perp} \sum_{k=1}^{t} a_{k}\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle+\widehat{\xi}_{t+1, \text { res }} \tag{54a}
\end{align*}
$$

where

$$
\begin{align*}
\widehat{\zeta}_{t+1}= & \sum_{k=1}^{t+1} b_{k}\left[\left\langle\phi_{k}, G_{t+1}\left(\widehat{s}_{t+1}\right)\right\rangle-\left\langle G_{t+1}^{\prime}\left(\widehat{s}_{t+1}\right)\right\rangle \gamma_{t+1}^{k}-\sum_{j=k}^{t} \widehat{\alpha}_{t}^{j}\left\langle G_{t+1}^{\prime}\left(\widehat{s}_{t+1}\right) \circ G_{j}^{\prime}\left(u_{j}\right)\right\rangle \gamma_{j}^{k}\right] \\
& +\mathcal{P}_{F_{t+1}\left(\beta_{t+1}\right)}^{\perp} \sum_{k=1}^{t+1} b_{k}\left\langle\phi_{k}, G_{t+1}\left(s_{t+1}\right)-G_{t+1}\left(\widehat{s}_{t+1}\right)\right\rangle+\widehat{\zeta}_{t+1, \text { res }} \tag{54b}
\end{align*}
$$

with

$$
\begin{equation*}
\left\|\widehat{\xi}_{t+1, \text { res }}\right\|_{2} \lesssim \sqrt{\frac{t \log n}{n}}\left\|\gamma_{t+1}\right\|_{2} \quad \text { and } \quad\left\|\widehat{\zeta}_{t+1, \text { res }}\right\|_{2} \lesssim \sqrt{\frac{t \log n}{n}}\left\|\gamma_{t+1}\right\|_{2} \tag{54c}
\end{equation*}
$$

Here, $\mathcal{P}_{w}^{\perp}$ denotes the linear projection onto the subspace orthogonal to the vector $w$, and $\left\{a_{k}\right\}_{k=1}^{t}$ (resp. $\left\{b_{k}\right\}_{k=1}^{t}$ ) represents a set of orthogonal basis (which are made precise in expression (62a) (resp. (62b))).

Let us take a moment to provide some technical interpretations about the usefulness of Theorem 4 in controlling the residual terms $\left\|\xi_{t}\right\|_{2}$ and $\left\|\zeta_{t}\right\|_{2}$. The readers who are more interested in seeing direct consequences of this result can move directly to Section 3.2.

- Considering the first term in $\widehat{\xi}_{t+1}$. Given that $\psi_{k} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$, a little algebra reveals that this term takes the following form

$$
X^{\top} f(X)-\operatorname{div} f(X) \quad \text { with } \operatorname{div} f:=\sum_{i} \frac{\partial f_{i}}{\partial x_{i}}
$$

for some function $f$ and some Gaussian random vector $X$. If we pretend that the function $f$ is statistically independent from $X$, then the celebrated Stein lemma tells us that this term has zero mean, which provides some intuition why one can expect it to be small. Similar messages continue to hold for the first term of $\widehat{\zeta}_{t+1}$.

- Next, let us take a look at the second term in $\widehat{\xi}_{t+1}$. One important component here is the projection operator $\mathcal{P}_{G_{t}\left(s_{t}\right)}^{\perp}$, which plays a crucial role in achieving the desired bound. To explain this, note that in order to bound the $\ell_{2}$-norm in on the right-hand side of (54a), one strategy is to look at every unit vector $w \perp G_{t}\left(s_{t}\right)$ and bound

$$
\begin{aligned}
\left\langle w, \mathcal{P}_{G_{t}\left(s_{t}\right)}^{\perp} \sum_{k=1}^{t} a_{k}\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle\right\rangle & =\sum_{k=1}^{t}\left\langle w, a_{k}\right\rangle\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle \\
& \approx\left\langle\sum_{k=1}^{t}\left\langle w, a_{k}\right\rangle \psi_{k}, F_{t+1}^{\prime}\left(v_{t+1}\right) \circ\left(\beta_{t+1}-\widehat{\beta}_{t+1}\right)\right\rangle \\
& \leq\left\|\sum_{k=1}^{t}\left\langle w, a_{k}\right\rangle \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}\left\|\beta_{t+1}-\widehat{\beta}_{t+1}\right\|_{2},
\end{aligned}
$$

where the second line makes use of the mean value theorem and the fact that $\beta_{t+1} \approx \widehat{\beta}_{t+1} \approx v_{t+1}$ (rigorous derivations are given around inequality (206)). To see why the above bound is useful, we recall two important facts

$$
\begin{aligned}
G_{t}\left(s_{t}\right) & =\sum_{k=1}^{t} \alpha_{t}^{k} a_{k} \quad \text { for } \alpha_{t}^{k}:=\left\langle G_{t}\left(s_{t}\right), a_{k}\right\rangle \quad(1 \leq k \leq t), \\
v_{t+1} & =\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k} .
\end{aligned}
$$

Recalling that $w \perp G_{t}\left(s_{t}\right)$ and assuming that $w$ and $\alpha_{t}$ are all statistically independent from $\left\{\psi_{k}\right\}$, one can easily see that

$$
\sum_{k=1}^{t}\left\langle w, a_{k}\right\rangle \psi_{k} \quad \text { is independent from } v_{t+1} .
$$

This independence property plays a crucial role in improving the pre-constant on the bound of $\left\|\sum_{k=1}^{t}\left\langle w, a_{k}\right\rangle \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}$ (compared to the case when no independence is assumed) thus controlling the speed for which $\left\|\widehat{\xi}_{t}\right\|_{2}$ grows. All this is enabled by considering the projections to $G_{t}\left(s_{t}\right)$ and its orthogonal space and treat them separately.

- With the decomposition (53) in mind, a natural strategy to bound $\left\|\xi_{t+1}\right\|_{2}$ (resp. $\left\|\zeta_{t+1}\right\|_{2}$ ) is to control $\left\|\widehat{\xi}_{t+1}\right\|_{2}$ (resp. $\left.\left\|\widehat{\zeta}_{t+1}\right\|_{2}\right)$ and $\sum_{k=1}^{t} \widehat{\alpha}_{t}^{k} G_{k}\left(s_{k}\right)$ (resp. $\left.\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(\beta_{k}\right)\right)$ separately. Let us now take a moment to discuss the term $\sum_{k=1}^{t} \widehat{\alpha}_{t}^{k} G_{k}\left(s_{k}\right)$ - the message for $\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(\beta_{k}\right)$ is similar. As we shall justify in the analysis, the coefficient $\left|\widehat{\alpha}_{t}^{k}\right|$ decays exponentially in the sense that

$$
\begin{equation*}
\left|\widehat{\alpha}_{t}^{k}\right| \lesssim(1-c)^{t-k}\left|\widehat{\alpha}_{t}^{t}\right| \tag{56}
\end{equation*}
$$

for some constant $c>0$ bounded away from 0 . Taking this collectively with (23) and the property $\left\|\alpha_{t}\right\|_{2} \approx \alpha_{t}^{\star} \lesssim 1$ thus reveals that

$$
\left\|\sum_{k=1}^{t} \widehat{\alpha}_{t}^{k} G_{k}\left(s_{k}\right)\right\|_{2} \leq \sum_{k=1}^{t}\left|\widehat{\alpha}_{t}^{k}\right|\left\|G_{k}\left(s_{k}\right)\right\|_{2} \lesssim\left|\widehat{\alpha}_{t}^{t}\right| \sum_{k=1}^{t}(1-c)^{t-k}\left\|\alpha_{k}\right\|_{2}
$$

$$
\asymp\left|\widehat{\alpha}_{t}^{t}\right| \sum_{k=1}^{t}(1-c)^{t-k} \alpha_{k}^{\star} \asymp\left|\widehat{\alpha}_{t}^{t}\right| .
$$

Consequently, the analysis will focus on bounding the size of $\widehat{\alpha}_{t}^{t}$.
As it turns out, the above observations play an important role in obtaining an effective control of $\xi_{t}$ and $\zeta_{t+1}$ under some mild conditions, to be detailed in the next subsection.

### 3.2 Bounding the residuals under some key assumptions

With the decomposition in Theorem 4 in place, we further develop upper bounds on the sizes of $\xi_{t}$ and $\zeta_{t+1}$ under some conditions.

To do so, let us begin with some notation. When the function $F: \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz continuous, we define $\rho_{F} \geq 1$ to be the smallest constant (larger than or equal to 1 ) such that ${ }^{3}$

$$
\left|F\left(x_{1}\right)-F\left(x_{2}\right)\right| \leq \rho_{F}\left|x_{1}-x_{2}\right|, \quad \text { for all } x_{1}, x_{2}
$$

Analogously, we define $\rho_{G} \geq 1$ for the function $G$. Additionally, suppose that the functions $F$ and $G$ are both differentiable except at a finite number of points. By defining their corresponding derivatives as $F^{\prime}$ and $G^{\prime}$ (except at the non-differentiable points), we can introduce the quantities $\rho_{1, F}$ and $\rho_{1, G}$ to represent respectively the maximum local Lipschitz constants of $F^{\prime}$ and $G^{\prime}$ over the set of differentiable points. Armed with the above notation, we can introduce the following assumptions regarding the denoising functions $F_{t}$ and $G_{t}$ and the AMP updates.

Assumption 1. Suppose that for any $t \lesssim \frac{n}{\log ^{4} n}$, the aforementioned Lipschitz constants satisfy

$$
\begin{equation*}
\rho_{F_{t}}, \rho_{G_{t}} \asymp 1, \quad \text { and } \quad \rho_{1, F_{t}}, \rho_{1, G_{t}}=0 \tag{57a}
\end{equation*}
$$

In addition, for any $t \lesssim \frac{n}{\log ^{4} n}$, suppose that conditional on $\left\|\xi_{t}\right\|_{2},\left\|\zeta_{t}\right\|_{2} \lesssim 1$, one has the coefficients $\gamma_{t}$ and $\alpha_{t}$ in decomposition (22) satisfy

$$
\begin{equation*}
\left\|\gamma_{t}\right\|_{2},\left\|\alpha_{t}\right\|_{2} \asymp 1 \quad \text { and } \quad\left\|F_{t}(0)\right\|_{2},\left\|G_{t}(0)\right\|_{2} \lesssim 1 \tag{57~b}
\end{equation*}
$$

with probability at least $1-O\left(n^{-11}\right)$.
Remark 7. For readers familiar with the AMP literature, $\left\|\gamma_{t}\right\|_{2},\left\|\alpha_{t}\right\|_{2}$ can be viewed as finite-sample counterparts of the asymptotic state evolution (9). Therefore, the assumption (57b) requires the finite-sample state evolution for the corresponding problem to be somewhat regular, with extreme events occuring only with very low probability. The result in our theorem below might not hold if the AMP path degenerates or explode at some point.
Assumption 2. Let $\widetilde{u}_{t}=\left\|\gamma_{t}\right\|_{2} g_{1}$ and $\widetilde{v}_{t+1}=\left\|\alpha_{t}\right\|_{2} g_{2}$, where $g_{1} \sim \mathcal{N}\left(0, \frac{1}{n} I_{n}\right)$ and $g_{2} \sim \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$ are independent with $\left\|\gamma_{t}\right\|_{2}$ and $\left\|\alpha_{t}\right\|_{2}$. Suppose that there exists some universal constant $0<c<1 / 2$ such that

$$
\begin{array}{r}
\frac{1}{n^{2}} \mathbb{E}\left[\left\|G_{t}^{\prime}\left(\widetilde{u}_{t}\right)\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}\right] \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right]<(1-2 c)^{2} \\
\frac{1}{n^{2}} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right] \mathbb{E}\left[\left\|G_{t+1}^{\prime}\left(\widetilde{u}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\gamma_{t+1}\right\|_{2}\right]<(1-2 c)^{2} \tag{59}
\end{array}
$$

Under these two assumptions, we can obtain simple bound on the size of the residual terms in decomposition (22) as follows; the proof is deferred to Section A.3.
Theorem 5. Suppose that the assumptions of Theorem 1 hold. Under Assumptions 1 and 2, the residual terms in decomposition (22) satisfy, with probability at least $1-O\left(n^{-10}\right)$,

$$
\begin{equation*}
\left\|\xi_{t}\right\|_{2},\left\|\zeta_{t}\right\|_{2} \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}} \tag{60}
\end{equation*}
$$

for every $1<t \lesssim n / \log ^{4} n$.

[^3]Remark 8. Note that in this theorem (and the proof), we allow $F_{t}$ and $G_{t}$ to be either deterministic functions, or some random functions. When they are random functions, we assume the existence of a collection of functions $\{F(\cdot ; \tau)\}$ (resp. $\{G(\cdot ; b)\}$ ) parameterized by some constant-dimensional $\tau$ (resp. b) with $\|\tau\|_{2} \lesssim 1$ (resp. $\|b\|_{2} \lesssim 1$ ) such that $F(\cdot ; \tau)$ (resp. $G(\cdot ; b)$ ) is poly $(n)$-Lipschitz in $\tau$ (resp.b). It is then assumed that both $\{F(\cdot ; \tau)\}$ and $\{G(\cdot ; b)\}$ satisfy analogous assumptions as in Assumptions 1 and 2, and that $F_{t}=F\left(\cdot ; \tau_{t}\right)$ (resp. $G_{t}=G\left(\cdot ; b_{t}\right)$ ) for some random quantity $\tau_{t}$ (resp. $b_{t}$ ). The fact that the parameters $\tau$ and $b$ are constant-dimensional makes it feasible to apply a standard covering-based argument.

Remark 9. We would like to point out that the exponents in the probability $1-O\left(n^{-10}\right)$ and $1-O\left(n^{-11}\right)$ in our assumption can be replaced with $1-O\left(n^{-c}\right)$ with an arbitrarily large constant $c>0$.

Theorem 5 delivers simple upper bounds on the sizes of $\left\|\xi_{t}\right\|_{2}$ and $\left\|\zeta_{t}\right\|_{2}$, as long as the required assumptions on $F_{t}, G_{t}$ and the AMP updates can be validated. If these assumptions were satisfied, then taking this result collectively with Theorem 1 would ensure that both $s_{t}$ and $\beta_{t+1}$ are well approximated by Gaussian distributions with error terms bounded in size by $O\left(\left(t \log ^{2} n / n\right)^{\frac{1}{3}}\right)$.

Consequently, in order to establish our results for sparse and robust regression in Sections 2.2 and 2.3, everything boils down to verifying these assumptions in the two models of interest. It is worth noting that the applicability of Theorem 5 can potentially extend beyond these two important regression problems.

Comparison with Li and Wei (2022). We now pause to emphasize the technical novelty of this paper compared to the prior work Li and Wei (2022). To begin with, while the general decomposition in Theorem 1 shares similarity with the one adopted in Li and Wei (2022) (although we now need to accommodate nonsymmetric random matrices), the approach outlined in Li and Wei (2022, Theorem 2) falls short of obtaining effective control the most challenging sample-limited regime, particularly when the denoising functions lack smoothness. For instance, when addressing the case of a sparse $v^{\star}$, Li and Wei (2022, Theorem 5) requires the number of observations to exceed $n \gtrsim k \log n$, with $k$ the sparsity of the true signal. This requirement arises because in Li and Wei (2022), each direction of the residual terms is treated equivalently and its $\ell_{2}$ norm is then controlled directly. However, if our goal is to handle the most challenging scenario where $k$ is of the same order of $n$ and $p$, a more fine-grained control over $\xi_{t}$ and $\zeta_{t}$ along different directions become imperative. More specifically, the residual term $\xi_{t+1}$ turns out to have a larger degree of growth along the direction $G_{t}\left(s_{t}\right)$, and therefore, it makes sense to single out this direction and control its corresponding size separately as in Theorem 4. In Theorem 5, we single out the quantities $\frac{1}{n^{2}} \mathbb{E}\left[\left\|F_{t}^{\prime}\right\|_{2}^{2}\right] \mathbb{E}\left[\left\|G_{t}^{\prime}\right\|_{2}^{2}\right]$ to help control how error terms propagate across iterations; in our specific examples, we have demonstrated that this new approach of controlling residuals allows for more effective bounding of this factor.

## 4 Discussion

In this paper, we have established a general recipe for understanding the non-asymptotic distributions for the celebrated AMP algorithm, tailored to sparse and robust regression. Our framework decomposes the AMP iterates into Gaussian random vectors and residual terms with explicit expressions that are tractable under some mild conditions. For both sparse and robust regression, our results have provided the first finite-sample distributional guarantees for the AMP iterates that can accommodate up to a polynomial number of iterations, which is in sharp contrast to prior theory that cannot go beyond $o\left(\frac{\log n}{\log \log n}\right)$ iterations. Furthermore, our theory has led to to improved distributional guarantees (i.e., improved error rates) for the optimally-tuned Lasso and the robust M-estimator compared to other existing approaches. The insights offered by our non-asymptotic analysis framework have improved upon prior works based on asymptotic state-evolution-type analysis.

Before concluding this paper, let us highlight several possible directions worthy of future investigation.

- Recall that our results have provided improved bounds for the residual terms; for instance, when $t \asymp \log n$, our theory is able to bound the size of the residual terms by $O\left(\log n / n^{1 / 3}\right)$ for both sparse and robust regression. A natural question is concerned with the tightness of this error bound. Our current conjecture is that the sharp bound on the residual terms should be $O\left(\operatorname{poly}(\log n) / n^{1 / 2}\right)$; establishing or disproving this conjecture require more delicate analyses that go beyond the present analyses.
- Thus far, our framework confirms the validity of Gaussian approximation of AMP up to $O(n / \operatorname{poly}(\log n))$ iterations. It remains to understand the behavior of AMP as the number of iterations further increases beyond this range. Will the state evolution recursion continue to provide reliable predictions as $t$ continues to grow?
- Finally, there has been a recent surge of interest in understanding the performances of AMP beyond the i.i.d. Gaussian design. Certain universality phenomena have been empirically observed and theoretically investigated (Bayati et al., 2015; Chen and Lam, 2021; Wang et al., 2022; Dudeja et al., 2022). For instance, the asymptotic theory for AMP has been extended to accommodate a family of rotationally invariant designs (Fan, 2022; Mondelli and Venkataramanan, 2021; Cademartori and Rush, 2023; Venkataramanan et al., 2021). Whether our results can be further generalized beyond Gaussian designs remains an interesting open question for future studies.


## APPENDIX

## A Proof for our general results

We present the proofs of Theorem 1, 4 and 5 together in this section and defer other technical details and lemmas to the appendices. On the high level, the proof of Theorem 1 resembles the proof of (Li and Wei, 2022, Theorem 1) and the proofs of Theorem 4 and 5 are based on a crucial higher order decomposition and a fine-grained control the residual terms.

## A. 1 Proof of Theorem 1

Step 1: constructing a key set of auxiliary sequences. Let us first introduce a sequence of auxiliary vectors/matrices $\left\{a_{k}, b_{k}, X_{k}\right\}_{1 \leq t \leq \min \{n, p\}}$ in a recursive fashion as below:
(i) With our design matrix $X$ and the initialization $\left\{s_{1}, \beta_{1}\right\}$ in place, we define

$$
\begin{equation*}
a_{1}:=\frac{G_{1}\left(s_{1}\right)}{\left\|G_{1}\left(s_{1}\right)\right\|_{2}} \in \mathbb{R}^{n}, \quad b_{1}:=\frac{F_{1}\left(\beta_{1}\right)}{\left\|F_{1}\left(\beta_{1}\right)\right\|_{2}} \in \mathbb{R}^{p}, \quad \text { and } \quad X_{1}:=X \in \mathbb{R}^{n \times p} \tag{61}
\end{equation*}
$$

(ii) For every $2 \leq t<\min \{p, n\}$, concatenating the $a_{k}$ 's and $b_{k}$ 's into matrices $U_{t-1}=\left[a_{k}\right]_{1 \leq k \leq t-1} \in$ $\mathbb{R}^{n \times(t-1)}, V_{t-1}=\left[b_{k}\right]_{1 \leq k \leq t-1} \in \mathbb{R}^{p \times(t-1)}$, we can further define

$$
\begin{align*}
a_{t} & :=\frac{\left(I-U_{t-1} U_{t-1}^{\top}\right) G_{t}\left(s_{t}\right)}{\left\|\left(I-U_{t-1} U_{t-1}^{\top}\right) G_{t}\left(s_{t}\right)\right\|_{2}}  \tag{62a}\\
b_{t} & :=\frac{\left(I-V_{t-1} V_{t-1}^{\top}\right) F_{t}\left(\beta_{t}\right)}{\left\|\left(I-V_{t-1} V_{t-1}^{\top}\right) F_{t}\left(\beta_{t}\right)\right\|_{2}}  \tag{62b}\\
X_{t} & :=\left(I_{n}-a_{t-1} a_{t-1}^{\top}\right) X_{t-1}\left(I_{p}-b_{t-1} b_{t-1}^{\top}\right) \tag{62c}
\end{align*}
$$

where the pair $\left(s_{t}, \beta_{t}\right)$ is generated by iteration (20).
By virtual of these definitions above, it is easily seen that vectors $\left\{a_{k}\right\}_{1 \leq k \leq \min \{n, p\}}$ form an orthonormal basis and so are $\left\{b_{k}\right\}_{1 \leq k \leq \min \{n, p\}}$. By construction, $G_{t}\left(s_{t}\right)$ lies in the $\operatorname{span}$ of $\left\{a_{1}, \ldots, a_{t}\right\}$ and similarly, $F_{t}\left(\beta_{t}\right) \in \operatorname{span}\left\{b_{1}, \ldots, b_{t}\right\}$. It is therefore legitimate to write

$$
\begin{array}{ll}
G_{t}\left(s_{t}\right)=\sum_{k=1}^{t} \alpha_{t}^{k} a_{k}, & \text { for } \alpha_{t}^{k}:=\left\langle G_{t}\left(s_{t}\right), a_{k}\right\rangle \\
F_{t}\left(\beta_{t}\right)=\sum_{k=1}^{t} \gamma_{t}^{k} b_{k}, & \text { for } \gamma_{t}^{k}:=\left\langle F_{t}\left(\beta_{t}\right), b_{k}\right\rangle \tag{63b}
\end{array}
$$

which satisfies

$$
\left\|\gamma_{t}\right\|_{2}=\left\|F_{t}\left(\beta_{t}\right)\right\|_{2} \quad \text { and } \quad\left\|\alpha_{t}\right\|_{2}=\left\|G_{t}\left(s_{t}\right)\right\|_{2}
$$

Step 2: deriving distributional properties of $X_{k} b_{k}$ and $X_{k}^{\top} a_{k}$. Next, we aim to establish some distributional characterizations of $X_{k} b_{k}$ and $X_{k}^{\top} a_{k}$. Towards this end, let us first consider another set of auxiliary vectors defined as below

$$
\begin{align*}
\phi_{k} & =X_{k} b_{k}+\sum_{i=1}^{k-1} g_{k}^{i} a_{i}  \tag{64a}\\
\psi_{k} & =\left(I-b_{k} b_{k}^{\top}\right) X_{k}^{\top} a_{k}+\sum_{i=1}^{k} q_{k}^{i} b_{i} \tag{64b}
\end{align*}
$$

where each $g_{i}^{k}$ is i.i.d. generated from $\mathcal{N}\left(0, \frac{1}{n}\right)$. It turns out that $\phi_{k}$ and $\psi_{k}$ admit clean distributional guarantees summarized in the following lemma.

Lemma 1. With $\left\{a_{k}, b_{k}, X_{k}\right\}_{1 \leq k \leq \min \{n, p\}}$ defined in (62), it obeys

$$
\phi_{k} \stackrel{i . i . d .}{\sim} \mathcal{N}\left(0, \frac{1}{n} I_{n}\right), \quad \text { and } \quad \psi_{k} \stackrel{i . i . d .}{\sim} \mathcal{N}\left(0, \frac{1}{n} I_{p}\right),
$$

for all $1 \leq k \leq \min \{n, p\}$.
The proof of this result is postponed to Section F.1. We make note here that the covariance matrices of both $\phi_{k}$ and $\psi_{k}$ are identity matrices with normalized constant $1 / n$.

Step 3: establishing two key decompositions as in (22). Let us start by showing relation (22a). First, we find it helpful to express $X_{1}$ as

$$
\begin{equation*}
X_{1}=X_{t}+\sum_{k=1}^{t-1}\left(X_{k}-X_{k+1}\right)=X_{t}+\sum_{k=1}^{t-1}\left[X_{k} b_{k} b_{k}^{\top}+a_{k} a_{k}^{\top} X_{k}\left(I-b_{k} b_{k}^{\top}\right)\right] \tag{65}
\end{equation*}
$$

For every $t \geq 1$, plugging the expansions (as in (63)) that $F_{t}\left(\beta_{t}\right)=\sum_{k=1}^{t} \gamma_{t}^{k} b_{k}$ and $G_{t-1}\left(s_{t-1}\right)=\sum_{k=1}^{t-1} \alpha_{t-1}^{k} a_{k}$ leads to

$$
\begin{align*}
s_{t} & =X_{1} F_{t}\left(\beta_{t}\right)-\left\langle F_{t}^{\prime}\right\rangle \sum_{k=1}^{t-1} \alpha_{t-1}^{k} a_{k} \\
& =\sum_{k=1}^{t} \gamma_{t}^{k} X_{k} b_{k}+\sum_{k=1}^{t-1} a_{k}\left[\left\langle\left(I-b_{k} b_{k}^{\top}\right) X_{k}^{\top} a_{k}, F_{t}\left(\beta_{t}\right)\right\rangle-\left\langle F_{t}^{\prime}\right\rangle \alpha_{t-1}^{k}\right], \tag{66}
\end{align*}
$$

where the last relation invokes the decomposition (65). Substitution of the definition for $\phi_{k}$ and reorganizing terms further yield

$$
\begin{align*}
s_{t} & =\sum_{k=1}^{t} \gamma_{t}^{k}\left(\phi_{k}-\sum_{i=1}^{k-1} g_{i}^{k} a_{i}\right)+\sum_{k=1}^{t-1} a_{k}\left[\left\langle\psi_{k}-\sum_{i=1}^{k} q_{i}^{k} b_{i}, F_{t}\left(\beta_{t}\right)\right\rangle-\left\langle F_{t}^{\prime}\right\rangle \alpha_{t-1}^{k}\right] \\
& =\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}+\underbrace{\sum_{k=1}^{t-1} a_{k}\left[\left\langle\psi_{k}, F_{t}\left(\beta_{t}\right)\right\rangle-\left\langle F_{t}^{\prime}\right\rangle \alpha_{t-1}^{k}-\sum_{i=1}^{k} \gamma_{t}^{i} q_{i}^{k}-\sum_{i=k+1}^{t} \gamma_{t}^{i} g_{k}^{i}\right]}_{=: \xi_{t}} \tag{67}
\end{align*}
$$

As a consequence, we have established (22a) with $\xi_{t} \in \operatorname{span}\left\{a_{1}, \ldots, a_{t-1}\right\}$.
As for property (22b), it is useful to write

$$
\begin{equation*}
X_{1}=X_{t}\left(I-b_{t} b_{t}^{\top}\right)+X_{t} b_{t} b_{t}^{\top}+\sum_{k=1}^{t-1}\left[X_{k} b_{k} b_{k}^{\top}+a_{k} a_{k}^{\top} X_{k}\left(I-b_{k} b_{k}^{\top}\right)\right] \tag{68}
\end{equation*}
$$

Again, invoking the expansions $F_{t}\left(\beta_{t}\right)=\sum_{k=1}^{t} \gamma_{t}^{k} b_{k}$ and $G_{t}\left(s_{t}\right)=\sum_{k=1}^{t} \alpha_{t}^{k} a_{k}$ gives

$$
\begin{align*}
\beta_{t+1} & =X_{1}^{\top} G_{t}\left(s_{t}\right)-\left\langle G_{t}^{\prime}\right\rangle \sum_{k=1}^{t} \gamma_{t}^{k} b_{k} \\
& =\sum_{k=1}^{t} \alpha_{t}^{k}\left(I-b_{k} b_{k}^{\top}\right) X_{k}^{\top} a_{k}+\sum_{k=1}^{t} b_{k}\left[\left\langle X_{k}^{\top} b_{k}, G_{t}\left(s_{t}\right)\right\rangle-\left\langle G_{t}^{\prime}\right\rangle \gamma_{t}^{k}\right]  \tag{69}\\
& =\sum_{k=1}^{t} \alpha_{t}^{k}\left(\psi_{k}-\sum_{i=1}^{k} q_{i}^{k} b_{i}\right)+\sum_{k=1}^{t} b_{k}\left[\left\langle\phi_{k}-\sum_{i=1}^{k-1} g_{i}^{k} a_{i}, G_{t}\left(s_{t}\right)\right\rangle-\left\langle G_{t}^{\prime}\right\rangle \gamma_{t}^{k}\right] \\
& =\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}+\underbrace{\sum_{k=1}^{t} b_{k}\left[\left\langle\phi_{k}, G_{t}\left(s_{t}\right)\right\rangle-\left\langle G_{t}^{\prime}\right\rangle \gamma_{t}^{k}-\sum_{i=1}^{k-1} \alpha_{t}^{i} g_{i}^{k}-\sum_{i=k}^{t} \alpha_{t}^{i} q_{k}^{i}\right]}_{=: \zeta_{t}} \tag{70}
\end{align*}
$$

where the penultimate line uses the definitions of $\phi_{k}$ and $\psi_{k}$ (as of (64)). Therefore, inequality (22b) holds with $\zeta_{t} \in \operatorname{span}\left\{b_{1}, \ldots, b_{t-1}\right\}$.

## A. 2 Proof of Theorem 4

We move on to the proof of Theorem 4.

Controlling the residual terms $\xi_{t}$ and $\zeta_{t}$. In view of the definition of $\xi_{t}$ (cf. (67)), let us write

$$
\xi_{t}-\sum_{k=1}^{t-1} a_{k}\left[\left\langle\psi_{k}, F_{t}\left(\beta_{t}\right)\right\rangle-\left\langle F_{t}^{\prime}\left(\beta_{t}\right)\right\rangle \alpha_{t-1}^{k}\right]=\sum_{k=1}^{t-1} a_{k}\left[\sum_{i=1}^{k} \gamma_{t}^{i} q_{i}^{k}-\sum_{i=k+1}^{t} \gamma_{t}^{i} g_{k}^{i}\right]
$$

We aim to control the magnitude of the right hand side from above. First, we recall that the $q_{i}^{k}$ 's and $g_{k}^{i}$ 's are independently drawn from $\mathcal{N}\left(0, \frac{1}{n}\right)$ - independently of the randomness in the system, as a means to ensure the distributional characterization in Lemma 1. Towards bounding this quantity, recognizing that $\left\{a_{1}, \ldots, a_{t-1}\right\}$ forms an orthonormal basis, there exist a unit vector $\mu_{t}=\left[\mu_{t}^{k}\right]_{1 \leq k \leq t} \in \mathbb{R}^{t}$ where

$$
\left\|\sum_{k=1}^{t-1} a_{k}\left[\sum_{i=1}^{k} \gamma_{t}^{i} q_{i}^{k}-\sum_{i=k+1}^{t} \gamma_{t}^{i} g_{k}^{i}\right]\right\|_{2}=\sum_{k=1}^{t-1} \mu_{t}^{k}\left(\sum_{i=1}^{k} \gamma_{t}^{i} q_{i}^{k}-\sum_{i=k+1}^{t} \gamma_{t}^{i} g_{k}^{i}\right)
$$

Therefore, this quantity can be handled via standard Gaussian concentration inequalities as detailed in (Li and Wei, 2022, Lemma 3). We now state the result directly without repeating its proof. With probability at least $1-O\left(n^{-11}\right)$, it satisfies

$$
\begin{equation*}
\xi_{t}=\sum_{k=1}^{t-1} a_{k}\left[\left\langle\psi_{k}, F_{t}\left(\beta_{t}\right)\right\rangle-\left\langle F_{t}^{\prime}\left(\beta_{t}\right)\right\rangle \alpha_{t-1}^{k}\right]+O\left(\sqrt{\frac{t \log n}{n}}\left\|\gamma_{t}\right\|_{2}\right) \tag{71}
\end{equation*}
$$

By similar analysis, we are also ensured that with probability at least $1-O\left(p^{-11}\right)$,

$$
\begin{equation*}
\zeta_{t}=\sum_{k=1}^{t} b_{k}\left[\left\langle\phi_{k}, G_{t}\left(s_{t}\right)\right\rangle-\left\langle G_{t}^{\prime}\left(s_{t}\right)\right\rangle \gamma_{t}^{k}\right]+O\left(\sqrt{\frac{t \log n}{n}}\left\|\alpha_{t}\right\|_{2}\right) \tag{72}
\end{equation*}
$$

holds true.

Establishing the expansions (53). Let us start with the term $\xi_{t}$. For every $t \geq 0$, first recall that

$$
\xi_{t+1}=\sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\beta_{t+1}\right)\right\rangle \alpha_{t}^{k}\right]+O\left(\sqrt{\frac{t \log n}{n}}\left\|\gamma_{t+1}\right\|_{2}\right)
$$

$$
\begin{aligned}
= & \underbrace{\sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle\right]}_{=: \mathcal{R}_{1}} \\
& \quad+\sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\beta_{t+1}\right)\right\rangle \alpha_{t}^{k}\right]+O\left(\sqrt{\frac{t \log n}{n}}\left\|\gamma_{t+1}\right\|_{2}\right) .
\end{aligned}
$$

Intuitively, the magnitude of $\mathcal{R}_{1}$ is determined by the difference between $\beta_{t+1}$ and $\widehat{\beta}_{t+1}$. If the expansion (53b) were true, the difference between $\beta_{t+1}$ and $\widehat{\beta}_{t+1}$ arises from $\widehat{\zeta}_{t}$ as well as the difference between $\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(\beta_{k}\right)$ versus $\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(v_{k}\right)$.

Next, if we project the term $\mathcal{R}_{1}$ to the direction that aligns with vector $G_{t}\left(s_{t}\right)$ and its orthogonal linear space, we end up with decomposition

$$
\begin{aligned}
& \mathcal{R}_{1} \\
= & \frac{1}{\left\|\alpha_{t}\right\|_{2}^{2}} \cdot G_{t}\left(s_{t}\right)^{\top} \mathcal{R}_{1} \cdot G_{t}\left(s_{t}\right)+\mathcal{P}_{\widehat{G}_{t}\left(s_{t}\right)}^{\perp} \mathcal{R}_{1} \\
= & G_{t}\left(s_{t}\right) \cdot \frac{1}{\left\|\alpha_{t}\right\|_{2}^{2}} \sum_{k=1}^{t} \alpha_{t}^{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle\right]+\mathcal{P}_{G_{t}\left(s_{t}\right)}^{\perp} \sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle\right],
\end{aligned}
$$

where the first equality uses property $\left\|G_{t}\left(s_{t}\right)\right\|_{2}=\left\|\alpha_{t}\right\|_{2}$ and the second equality follows from the expansion (63). In addition, due to the property of the orthogonal projection, we also find

$$
\begin{align*}
& \left\langle G_{t}\left(s_{t}\right), \mathcal{P}_{G_{t}\left(s_{t}\right)}^{\perp} \sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle\right]\right\rangle \\
& =\left\langle\sum_{k=1}^{t} \alpha_{t}^{k} a_{k}, \mathcal{P}_{G_{t}\left(s_{t}\right)}^{\perp} \sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle\right]\right\rangle=0 . \tag{73}
\end{align*}
$$

Putting the pieces above together, $\xi_{t+1}$ admits the following expression

$$
\begin{align*}
\xi_{t+1}= & G_{t}\left(s_{t}\right) \cdot \frac{1}{\left\|\alpha_{t}\right\|_{2}^{2}}\left\langle\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle+\sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\beta_{t+1}\right)\right\rangle \alpha_{t}^{k}\right] \\
& +\mathcal{P}_{\bar{G}_{t}\left(s_{t}\right)}^{\perp} \sum_{k=1}^{t} a_{k}\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle+O\left(\sqrt{\frac{t \log n}{n}}\left\|\gamma_{t+1}\right\|_{2}\right) \tag{74}
\end{align*}
$$

Contrasting what we have shown above with our target, it is sufficient to consider the second term above, which shall be done as follows.

In the following, we establish the claim by decomposing the second term into two parts, corresponding to the influence of $\widehat{\gamma}_{t}^{k} F_{k}\left(\beta_{k}\right)$ 's and the randomness of Onsager term, respectively.

To simply the notation, let us define

$$
A_{t}^{k}:=\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle \alpha_{t}^{k}-\sum_{j=k+1}^{t} \widehat{\gamma}_{t}^{j}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle \alpha_{j-1}^{k}
$$

In view of this piece of notation and for each $i \geq 1, \sum_{k=1}^{i} a_{k} \alpha_{i}^{k}=G_{i}\left(s_{i}\right)$, a little algebra leads to

$$
\begin{aligned}
& \sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\beta_{t+1}\right)\right\rangle \alpha_{t}^{k}\right] \\
& =\sum_{k=1}^{t} a_{k}\left[\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}^{\prime}\left(\beta_{t+1}\right)\right\rangle \alpha_{t}^{k}+\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle \alpha_{t}^{k}\right]
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{k=1}^{t} a_{k}\left[\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}^{\prime}\left(\beta_{t+1}\right)\right\rangle \alpha_{t}^{k}+\sum_{j=k+1}^{t} \widehat{\gamma}_{t}^{j}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle \alpha_{j-1}^{k}+A_{t}^{k}\right] \\
& =G_{t}\left(s_{t}\right) \cdot\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}^{\prime}\left(\beta_{t+1}\right)\right\rangle+\sum_{k=1}^{t-1} \widehat{\alpha}_{t}^{k} G_{k}\left(s_{k}\right)+\sum_{k=1}^{t} a_{k} A_{t}^{k} \tag{75}
\end{align*}
$$

Here, the last relation follows from

$$
\begin{aligned}
\sum_{k=1}^{t} a_{k} \sum_{j=k+1}^{t} \widehat{\gamma}_{t}^{j}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle \alpha_{j-1}^{k} & =\sum_{k=1}^{t} \sum_{j=k+1}^{t} \widehat{\alpha}_{t}^{j-1} \alpha_{j-1}^{k} a_{k} \\
& =\sum_{j=2}^{t} \widehat{\alpha}_{t}^{j-1} \sum_{k=1}^{j-1} \alpha_{j-1}^{k} a_{k}=\sum_{k=1}^{t-1} \widehat{\alpha}_{t}^{k} G_{k}\left(s_{k}\right)
\end{aligned}
$$

where we remind the readers that $\widehat{\alpha}_{t}^{k}$ is defined as of expression (52c). Taking (75) collectively with (74) and recognizing the definition of $\widehat{\alpha}_{t}^{t}$, we end up with

$$
\begin{aligned}
\xi_{t+1}= & \widehat{\alpha}_{t}^{t} G_{t}\left(s_{t}\right)+\sum_{k=1}^{t-1} \widehat{\alpha}_{t}^{k} G_{k}\left(s_{k}\right) \\
& +\sum_{k=1}^{t} a_{k} A_{t}^{k}+\mathcal{P}_{G_{t}\left(s_{t}\right)}^{\perp} \sum_{k=1}^{t} a_{k}\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle+O\left(\sqrt{\frac{t \log n}{n}}\left\|\gamma_{t+1}\right\|_{2}\right)
\end{aligned}
$$

which validates the expansion (53a) for $t+1$. It is also worth noting that $\widehat{\xi}_{t+1}$ is defined exactly as the sum of the last three terms above.

When it comes to the expansion (53b) at $t+1$, repeating a symmetric argument above leads to the required result. We omit its proof for brevity.

## A. 3 Proof of Theorem 5

In order to prove this result, let us first state a key auxiliary lemma.
Lemma 2. Under the decomposition (22) with (53) and Assumption 1, the Claim 1, stated below, holds for $t=1$ with probability at least $1-O\left(n^{-10}\right)$. In addition, with probability at least $1-O\left(n^{-10}\right)$, for every

$$
\begin{equation*}
1<t \lesssim \frac{n}{\log ^{4} n} \tag{76}
\end{equation*}
$$

if the Claim 1, Assumption 1 and 2 all hold true for $t$, then Claim 1 holds for $t+1$.
The proof of this result can be found in Section D.
Claim 1. There exists universal constant $0<c<1$, such that the following set of inequalities hold true

$$
\begin{align*}
& \left\|\widehat{\xi}_{t}\right\|_{2} \lesssim \sqrt{\frac{t \log ^{2} n}{n}} \quad \text { and } \quad\left\|\widehat{\zeta}_{t}\right\|_{2} \lesssim \sqrt{\frac{t \log ^{2} n}{n}},  \tag{77a}\\
& \widehat{\alpha}_{t-1}^{t-1} \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}} \quad \text { and } \quad \widehat{\gamma}_{t}^{t} \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}} \text {, }  \tag{77b}\\
& \left|\widehat{\alpha}_{t-1}^{k}\right| \leq \begin{cases}(1-c)^{t-k-1}\left|\widehat{\alpha}_{\frac{t+k-1}{2}}^{\frac{t+k-1}{2}}\right| & \text { if } t-1-k=2 m, \\
(1-c)^{t-k-2} \rho_{F}^{2}\left|\widehat{\gamma}_{\frac{t+k}{2}}^{2}\right| & \text { if } t-1-k=2 m+1,\end{cases}  \tag{77c}\\
& \left|\widehat{\gamma}_{t}^{k}\right| \leq \begin{cases}(1-c)^{\frac{t-k}{2}} \left\lvert\, \widehat{\gamma}_{\frac{t+k}{2}}^{\frac{t+k}{2}}\right. & \text { if } t-k=2 m, \\
\left.\left.(1-c)^{\frac{t-k}{2}} \rho_{G}^{2}\right|_{\widehat{\alpha} \frac{t+k-1}{2}} ^{\frac{t+k-1}{2}} \right\rvert\, & \text { if } t-1-k=2 m .\end{cases} \tag{77d}
\end{align*}
$$

Based on this lemma, we first make the observation that if Claim 1 holds true at iteration $t$, we arrive at

$$
\begin{equation*}
\left\|\xi_{t}\right\|_{2} \leq \sum_{k=1}^{t-1}\left|\widehat{\alpha}_{t-1}^{k}\right|\left\|G_{k}\left(s_{k}\right)\right\|_{2}+\left\|\widehat{\xi}_{t}\right\|_{2} \lesssim \sum_{k=1}^{t-1}\left|\widehat{\alpha}_{t-1}^{k}\right| \cdot\left\|\alpha_{k}\right\|_{2}+\sqrt{\frac{t \log ^{2} n}{n}} \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}} \tag{78a}
\end{equation*}
$$

Here the first line invokes the relation that $\left\|G_{t}\left(s_{t}\right)\right\|_{2}=\left\|\alpha_{t}\right\|_{2}$, and the second line uses the inductive assumption (77a) and the geometric decay of $\widehat{\alpha}_{t}^{k}$ in expression (77c). Similarly, we can deduce

$$
\begin{equation*}
\left\|\zeta_{t}\right\|_{2} \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}} \tag{78b}
\end{equation*}
$$

Now if Assumptions 1 and 2 hold true over the execution of the AMP iterations, Claim 1 is established by induction, since Lemma 2 validates both the initial condition and the inductive argument for Claim 1.

## B Proof for sparse and robust regression

## B. 1 Proof of Theorem 2

The proof of this result is built upon Theorem 5 . To show the residuals satisfy relation (34), it is sufficient to validate Assumptions 1 and 2 over the execution of the AMP iterations. We leave the arguments about the state evolution to Section B.1.3.

## B.1.1 Validating Assumption 1

First, we make the direct observations that $F_{t}$ and $G_{t}$ defined in (26) satisfy $\rho_{F_{t}}, \rho_{G_{t}}=1$ and $\rho_{1, F_{t}}, \rho_{1, G_{t}}=0$ and $\left\|F_{t}(0)\right\|_{2},\left\|G_{t}(0)\right\|_{2} \lesssim 1$ given $\left\|\theta^{\star}\right\|_{2},\|\varepsilon\|_{2} \asymp 1$. Then it is sufficient to verify that with high probability,

$$
\begin{equation*}
\left\|\gamma_{t}\right\|_{2} \asymp\left\|\alpha_{t}\right\|_{2} \asymp 1 \tag{79}
\end{equation*}
$$

Towards this goal, recalling the initial choice where

$$
\beta_{1}=-\theta^{\star} \quad \text { and } \quad s_{1}=Y-\varepsilon
$$

and the norm property (23), we find $\left\|\gamma_{1}\right\|_{2}=\left\|F_{1}\left(\beta_{1}\right)\right\|_{2}=\left\|\theta^{\star}\right\|_{2}$. In addition, notice that if $\tau_{t}$ is selected to be $\infty$, we observe

$$
\left\|r_{t}\right\|_{2}=\left\|\varepsilon+X^{\top} \theta^{\star}\right\|_{2} \lesssim 1
$$

As $\tau_{t}$ is selected as the one that minimizes $\left\|r_{t}\right\|_{2}$, it implies that

$$
\begin{equation*}
\left\|\varepsilon+\sum_{j=1}^{t} \gamma_{t}^{j} \phi_{j}+\xi_{t}\right\|_{2} \lesssim 1 \tag{80}
\end{equation*}
$$

Consequently, regarding $\alpha_{t}$, we bound

$$
\begin{equation*}
\left\|\alpha_{t}\right\|_{2}=\left\|G_{t}\left(s_{t}\right)\right\|_{2}=\left\|\varepsilon+\sum_{j=1}^{t} \gamma_{t}^{j} \phi_{j}+\xi_{t}\right\|_{2} \lesssim 1 \tag{81}
\end{equation*}
$$

To further control the right hand side above, it is helpful to notice that

$$
\left\|\varepsilon+\sum_{j=1}^{t} \gamma_{t}^{j} \phi_{j}+\xi_{t}\right\|_{2}=\left\|\varepsilon+\sum_{j=1}^{t} \gamma_{t}^{j} \phi_{j}\right\|_{2}+O\left(\left\|\xi_{t}\right\|_{2}\right)
$$

and with probability at least $1-O\left(n^{-10}\right)$,

$$
\begin{align*}
\left\|\varepsilon+\sum_{j=1}^{t} \gamma_{t}^{j} \phi_{j}\right\|_{2}^{2} & =\|\varepsilon\|_{2}^{2}+\left\|\sum_{j=1}^{t} \gamma_{t}^{j} \phi_{j}\right\|_{2}^{2}+2 \varepsilon^{\top} \sum_{j=1}^{t} \gamma_{t}^{j} \phi_{j} \\
& =\|\varepsilon\|_{2}^{2}+\left(1+O\left(\sqrt{\frac{t \log n}{n}}\right)\right)\left\|\gamma_{t}\right\|_{2}^{2}+O\left(\sqrt{\frac{t \log n}{n}}\|\varepsilon\|_{2}\left\|\gamma_{t}\right\|_{2}\right) \tag{82}
\end{align*}
$$

where the last inequality invokes the spectral property as in (172a). Putting everything together, we arrive at

$$
\begin{equation*}
\left\|\alpha_{t}\right\|_{2}=\sqrt{\left\|\gamma_{t}\right\|_{2}^{2}+\|\varepsilon\|_{2}^{2}}+O\left(\sqrt{\frac{t \log n}{n}}\left(\left\|\gamma_{t}\right\|_{2}+\|\varepsilon\|_{2}\right)+\left\|\xi_{t}\right\|_{2}\right) \tag{83}
\end{equation*}
$$

Together with the relation (81) and $\|\varepsilon\|_{2} \asymp 1$, the relation above leads to

$$
\begin{equation*}
\left\|\alpha_{t}\right\|_{2} \asymp 1, \quad\left\|\gamma_{t}\right\|_{2} \lesssim 1 \tag{84}
\end{equation*}
$$

Finally, let us establish a proper lower bound for $\left\|\gamma_{t+1}\right\|_{2}$. Again, as a consequence of the norm relation (23) and the Lipschitz property of soft-thresholding function, we write

$$
\begin{align*}
\left\|\gamma_{t+1}\right\|_{2}=\left\|F_{t+1}\left(\beta_{t+1}\right)\right\|_{2} & =\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}+\zeta_{t}\right)\right\|_{2} \\
& =\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}\right)\right\|_{2}+O\left(\left\|\zeta_{t}\right\|_{2}\right) \\
& =\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2} \mid\left\|\alpha_{t}\right\|_{2}\right]+O\left(\sqrt{\frac{t \log n}{n}}+\left\|\zeta_{t}\right\|_{2}\right) \tag{85}
\end{align*}
$$

Here, we invoke standard concentration inequality for Lipschitz function of Gaussian random variables (Borell, 1975). To accommodate the randomness in $\alpha_{t} \in \mathbb{R}^{t}$, we take a union bound over a covering set of $\mathcal{S}^{t-1}$ of accuracy $\frac{1}{n}$. Putting these ideas together, with probability at least $1-O\left(n^{-10}\right)$, it is ensured that

$$
\begin{equation*}
\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t}}\left(\theta^{\star}+\sum_{j=1}^{t} \alpha_{t}^{j} \psi_{j}\right)\right\|_{2}-\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2} \mid\left\|\alpha_{t}\right\|_{2}\right]=O\left(\sqrt{\frac{t \log n}{n}}\right) \tag{86}
\end{equation*}
$$

Hence, it suffices to bound the right hand side of (85) from below which shall be down as follows. Towards this goal, for $\mu \asymp 1$, independent of $g$, if we define event

$$
\begin{equation*}
\mathcal{E}:=\left\{g \sim \mathcal{N}\left(0, \frac{1}{n} I_{p}\right) \left\lvert\,\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\mu g\right)\right\|_{2}=\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\mu g\right)\right\|_{2} \mid \mu\right]+O\left(\sqrt{\frac{\log n}{n}}\right)\right.\right\} \tag{87}
\end{equation*}
$$

as discussed above, the event $\mathcal{E}$ happens with probability at least $1-O\left(n^{-10}\right)$. In view of this set, we write

$$
\begin{aligned}
\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\mu g\right)\right\|_{2}^{2}\right] \stackrel{(\mathrm{i})}{=} & \mathbb{P}(\mathcal{E}) \\
& \left(\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\mu g\right)\right\|_{2}\right]+O\left(\sqrt{\frac{\log n}{n}}\right)\right)^{2} \\
& +O\left(\mathbb{E}\left[\left(1+\|g\|_{2}^{2}\right) \mathbb{1}\left(\mathcal{E}^{\mathrm{c}}\right)\right]\right) \\
=( & \left.1-O\left(n^{-10}\right)\right)\left(\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\mu g\right)\right\|_{2}\right]+O\left(\sqrt{\frac{\log n}{n}}\right)\right)^{2} \\
& +O\left(\mathbb{P}\left(\mathcal{E}^{\mathrm{c}}\right) \log n+\mathbb{E}\left[\left(1+\|g\|_{2}^{2}\right) \mathbb{1}\left(\|g\|_{2}^{2} \gtrsim \log n\right)\right]\right)
\end{aligned}
$$

$$
\begin{equation*}
\stackrel{(\mathrm{ii})}{=}\left(\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\mu g\right)\right\|_{2}\right]\right)^{2}+O\left(\sqrt{\frac{\log n}{n}}\right) \tag{88}
\end{equation*}
$$

Here (i) uses the fact that

$$
\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\mu g\right)\right\|_{2}^{2} \lesssim\left\|\theta^{\star}\right\|^{2}+\left\|\theta^{\star}+\mu g\right\|^{2} \lesssim 1+\|g\|_{2}^{2}
$$

by recognizing $\left\|\theta^{\star}\right\|_{2} \asymp$ and $\mu \asymp 1$; (ii) invokes the basic relation for Gaussian random variable where $\mathbb{E}\left[\|g\|_{2}^{2} \mathbb{1}\left(\|g\|_{2}^{2} \gtrsim \log n\right)\right] \lesssim \sqrt{\frac{\log n}{n}}$ for $g \sim \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$.

Let us proceed to controlling the size of $\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}\right]$ which in turn, provides the control of quantity $\mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}$. We claim that

$$
\begin{equation*}
\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}\right] \gtrsim 1 \tag{89}
\end{equation*}
$$

In the following, we prove the above claim by diving into two different cases and considering them separately.

- First consider the case when $\tau_{t+1}$ satisfies

$$
\begin{equation*}
\tau_{t+1}<\frac{\left\|\theta^{\star}\right\|_{1}}{4 k} \leq \frac{\sqrt{k}\left\|\theta^{\star}\right\|_{2}}{k} \asymp \frac{1}{\sqrt{n}} \tag{90}
\end{equation*}
$$

for $\left\|\theta^{\star}\right\|_{1}$ obeying (33) and $n>2 k \log (p / k)$. In this case, we find

$$
\begin{aligned}
\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}\right] & \geq \mathbb{E}\left[\left\|\mathrm{ST}{\tau_{t+1}}\left(\left\|\alpha_{t}\right\|_{2} g\right) \circ \mathbb{1}\left(\theta^{\star}=0\right)\right\|_{2}^{2}\right] \\
& \gtrsim \mathbb{E}\left[\left\||g| \mathbb{1}\left(|g| \gtrsim 2 \tau_{t+1}\right)\right\|_{2}^{2}\right] \gtrsim 1
\end{aligned}
$$

- On the other hand, when the relation (90) is violated, we make the observation that

$$
\left\|\theta^{\star}\right\|_{1} \leq 2 \tau_{t+1} k+\left\|\theta^{\star}\right\|_{2} \sqrt{\left\|\mathbb{1}\left(\left|\theta^{\star}\right| \geq 2 \tau_{t+1}\right)\right\|_{0}}
$$

which, together with (33), gives

$$
\left\|\mathbb{1}\left(\left|\theta^{\star}\right| \geq 2 \tau_{t+1}\right)\right\|_{0} \gtrsim k
$$

Based on this property, we write

$$
\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}\right] \geq \tau_{t+1}^{2} \mathbb{E}\left[\left\|\mathbb{1}\left(\left|\theta^{\star}\right| \geq 2 \tau_{t+1}\right) \circ \mathbb{1}\left(\left\|\alpha_{t}\right\|_{2}|g|<\tau_{t+1}\right)\right\|_{2}^{2}\right] \gtrsim 1
$$

where in the last inequality, we make the observation that $\tau_{t+1}>\left\|\theta^{\star}\right\|_{1} / 4 k \gtrsim \frac{1}{\sqrt{k}}$ and $\mathbb{P}\left(\mathbb{1}\left(\left\|\alpha_{t}\right\|_{2}\left|g_{i}\right|<\right.\right.$ $\left.\left.\tau_{t+1}\right)\right)=O(1)$.

Combining (85), (88) and (89) leads to

$$
\begin{equation*}
\left\|\gamma_{t+1}\right\|_{2} \gtrsim 1, \quad \text { for } t \lesssim \frac{n}{\log n} \tag{91}
\end{equation*}
$$

Taking this together with (84), we have completed the proof of (79) and thus justified Assumption 1.

## B.1.2 Validating Assumption 2

It is easily seen that $\frac{1}{n} \mathbb{E}\left\|G_{t}^{\prime}\left(u_{t}\right)\right\|_{2}^{2}=1$. Therefore validating Assumption 2 is equivalent to validating

$$
\begin{equation*}
\frac{1}{n} \mathbb{E}\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}=\frac{1}{n} \mathbb{E}\left\|\mathbb{1}\left(\left|\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right| \geq \tau_{t+1}\right)\right\|_{0}<(1-2 c)^{2} \tag{92}
\end{equation*}
$$

for some constant $0<c<1 / 2$. To establish this result, we find it helpful to first make the observation that for some small constant $c^{\prime}>0$

$$
\begin{equation*}
\mathcal{S}^{\prime}:=\left\{\tau:-c^{\prime} \sqrt{k}<\nabla_{\tau} \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}<c^{\prime} \sqrt{k}\right\} \subset \mathcal{S} \tag{93}
\end{equation*}
$$

with set

$$
\mathcal{S}:=\left\{\tau: \mathbb{E}\left[\left\|\mathbb{1}\left(\left|\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right| \geq \tau\right)\right\|_{0}\right]<(1-2 c)^{2} n\right\}
$$

Let us take the relation (93) as given for the moment, and come back to its proof at the end of this section. Based on this result, we shall prove Claim (92) by showing that

$$
\begin{equation*}
\tau_{t+1} \in \mathcal{S}^{\prime} \tag{94}
\end{equation*}
$$

Proof of Claim (94). We first prove that, if $\tau_{t+1} \notin \mathcal{S}^{\prime}$, it must satisfy

$$
\begin{equation*}
\inf _{\tau \in \mathcal{S}^{\prime \prime}}\left|\tau_{t+1}-\tau\right|>c^{\prime \prime} \frac{1}{\sqrt{n}} \tag{95}
\end{equation*}
$$

for some constant $c^{\prime \prime}>0$. Here let us define an auxiliary set

$$
\begin{equation*}
\mathcal{S}^{\prime \prime}:=\left\{\tau:-\frac{c^{\prime}}{2} \sqrt{k}<\nabla_{\tau} \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}<\frac{c^{\prime}}{2} \sqrt{k}\right\} \tag{96}
\end{equation*}
$$

In order to see this, observe that

$$
\begin{align*}
\nabla_{\tau} \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}= & \mathbb{E}\left\langle\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right), \operatorname{sign}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right) \mathbb{1}\left(\left|\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right|>\tau\right)\right\rangle \\
= & \mathbb{E}\left[\left\langle\tau-\left\|\alpha_{t}\right\|_{2} g \operatorname{sign}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right), \mathbb{1}\left(\left|\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right|>\tau\right)\right\rangle\right] \\
= & \sum_{i: \theta_{i}^{\star} \neq 0} \mathbb{E}\left[\left(\tau-\left\|\alpha_{t}\right\|_{2} g \operatorname{sign}\left(\theta_{i}^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right) \mathbb{1}\left(\left|\theta_{i}^{\star}+\left\|\alpha_{t}\right\|_{2} g\right|>\tau\right)\right] \\
& -(p-k) \mathbb{E}\left[\mathrm{ST}_{\tau}\left(\left|\left\|\alpha_{t}\right\|_{2} g\right|\right)\right] \tag{97}
\end{align*}
$$

The density function $\left|p_{\theta_{i}^{\star}+\left\|\alpha_{t}\right\|_{2} g_{i}}\right| \lesssim \sqrt{n}$ for $\left\|\alpha_{t}\right\|_{2} \asymp 1$ and $g_{i} \sim \mathcal{N}(0,1 / n)$, and therefore the right hand is a $O(n)$-Lipschitz function of $\tau$. Consequently, for $\tau \in \mathcal{S}^{\prime \prime}$, we deduce

$$
\frac{c^{\prime}}{2} \sqrt{k} \leq\left|\nabla_{\tau_{t+1}} \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}-\nabla_{\tau} \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}\right| \lesssim n \inf _{\tau \in \mathcal{S}^{\prime \prime}}\left|\tau_{t+1}-\tau\right|
$$

which proves the claimed gap (95) between $\tau_{t+1}$ to $\mathcal{S}^{\prime \prime}$.
Given the relation (95), for $\widehat{\tau}=\inf \left\{\tau \in \mathcal{S}^{\prime \prime}, \tau>\tau_{t+1}\right\}$, this further implies

$$
\begin{align*}
& \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}-\inf _{\tau} \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2} \\
& \geq \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}-\mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\widehat{\tau}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2} \\
& \stackrel{\text { (i) }}{ } c^{\prime} \sqrt{n}\left(\widehat{\tau}-\tau_{t+1}\right) \geq c^{\prime} \sqrt{n} \cdot \inf _{\tau \in \mathcal{S}^{\prime \prime}}\left|\tau_{t+1}-\tau\right| \gtrsim 1 \tag{98}
\end{align*}
$$

where (i) is a consequence of the mean value theorem. Next we show that since $\tau_{t+1}$ is selected to minimize $\left\|\varepsilon+\sum_{k=1}^{t+1} \gamma_{t+1}^{k} \phi_{k}+\xi_{t}\right\|_{2}$, the above relation contradicts with the choice of $\tau_{t+1}$. More specifically, as is shown in (83), (85) and (88), we can write

$$
\left\|\varepsilon+\sum_{k=1}^{t+1} \gamma_{t+1}^{k} \phi_{k}+\xi_{t}\right\|_{2}
$$

$$
\begin{align*}
& =\sqrt{\left\|\gamma_{t+1}\right\|_{2}^{2}+\|\varepsilon\|_{2}^{2}}+O\left(\sqrt{\frac{t \log n}{n}}+\left\|\xi_{t+1}\right\|_{2}\right) \\
& =\sqrt{\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}\right]+\|\varepsilon\|_{2}^{2}+O\left(\sqrt{\frac{t \log n}{n}}+\left\|\xi_{t+1}\right\|_{2}\right)}+O\left(\sqrt{\frac{t \log n}{n}}+\left\|\xi_{t+1}\right\|_{2}\right) . \tag{99}
\end{align*}
$$

The threshold $\tau_{t+1}$ therefore cannot satisfy (98), as otherwise it does not minimize $\left\|\varepsilon+\sum_{k=1}^{t+1} \gamma_{t+1}^{k} \phi_{k}+\xi_{t}\right\|_{2}$, which in turn, validates the claimed relation (92).

Proof of Property (93). It can be seen from numerical calculations (see Figure 1 and the discussions around inequality (122)) that for $G \sim \mathcal{N}(0,1)$, if

$$
\begin{equation*}
\sup _{\theta} \mathbb{E}[(\omega-G \operatorname{sign}(\theta+G)) \circ \mathbb{1}(|\theta+G|>\tau)]-(p / k-1) \mathbb{E}\left[\mathrm{ST}_{\omega}(|G|)\right] \in(-c, c) \tag{100}
\end{equation*}
$$

we have

$$
\begin{equation*}
1-\frac{1+\left(\frac{p}{k}-1\right) \mathbb{P}(|G| \geq \omega)}{2 \log \frac{p}{k}}>0 \tag{101}
\end{equation*}
$$

The above result tells us that, for all $\tau$ satisfying

$$
\begin{align*}
\nabla_{\tau} \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}= & \sum_{i: \theta_{i}^{\star} \neq 0} \mathbb{E}\left[\left(\tau-\left\|\alpha_{t}\right\|_{2} g \operatorname{sign}\left(\theta_{i}^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right) \mathbb{1}\left(\left|\theta_{i}^{\star}+\left\|\alpha_{t}\right\|_{2} g\right|>\tau\right)\right] \\
& -(p-k) \mathbb{E}\left[\mathrm{ST}_{\tau}\left(\left|\left\|\alpha_{t}\right\|_{2} g\right|\right)\right] \in\left(-c^{\prime} \sqrt{k}, c^{\prime} \sqrt{k}\right) \tag{102}
\end{align*}
$$

which implies that for $\omega:=\frac{\sqrt{n} \tau}{\left\|\alpha_{t}\right\|_{2}}$,

$$
k \sup _{\theta} \mathbb{E}[(\omega-G \operatorname{sign}(\theta+G)) \mathbb{1}(|\theta+G|>\tau)]-(p-k) \mathbb{E}\left[\mathrm{ST}_{\omega}(|G|)\right] \in\left(-c^{\prime} \sqrt{n k} /\left\|\alpha_{t}\right\|_{2}, c^{\prime} \sqrt{n k} /\left\|\alpha_{t}\right\|_{2}\right)
$$

then we have

$$
\begin{equation*}
\mathbb{P}\left(\left|\left\|\alpha_{t}\right\|_{2} g\right| \geq \tau\right)=\mathbb{P}(|G| \geq \omega) \leq \frac{2(1-4 c)^{2} \log \frac{p}{k}-1}{\frac{p}{k}-1} \tag{103}
\end{equation*}
$$

which establishes the property (93) immediately. In order to see this, plugging in $n>2 k \log \frac{p}{k}$, inequality (103) ensures

$$
\mathbb{P}\left(\left|\left\|\alpha_{t}\right\|_{2} g\right| \geq \tau\right)<\frac{(1-4 c)^{2} n-k}{p-k}
$$

and hence,

$$
\mathbb{E}\left[\left\|\mathbb{1}\left(\left|\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right| \geq \tau\right)\right\|_{0}\right] \leq k+(p-k) \mathbb{P}\left(\left|\left\|\alpha_{t}\right\|_{2} g\right| \geq \tau\right)<(1-4 c)^{2} n
$$

Upper bound for $\tau_{t+1}$. Finally, let us establish a property of $\tau_{t+1}$. Specifically, we shall prove that $\tau_{t+1} \lesssim 1 / \sqrt{n}$ when $p / k \lesssim 1$. Before proceeding, let us make the following two observations both of which result from direct Gaussian integral. For $G \sim \mathcal{N}(0,1)$, it satisfies

$$
\mathbb{E}\left[\mathrm{ST}_{\omega}(|G|)\right]=\sqrt{\frac{2}{\pi}} \int_{\omega}^{\infty} x \exp \left(-\frac{x^{2}}{2}\right) \mathrm{d} x \lesssim \exp \left(-\frac{\omega^{2}}{2}\right)
$$

and

$$
\mathbb{E}\left[\left(\omega-G \operatorname{sign}\left(\theta_{i}+G\right)\right) \circ \mathbb{1}\left(\left|\theta_{i}+G\right|>\omega\right)\right]
$$

$$
\begin{aligned}
& =\mathbb{E}\left[(\omega-G) \circ \mathbb{1}\left(\omega-\left|\theta_{i}\right|<G<\omega+\left|\theta_{i}\right|\right)\right]+2 \mathbb{E}\left[(\omega-G) \circ \mathbb{1}\left(G>\omega+\left|\theta_{i}\right|\right)\right] \\
& \geq \frac{1}{\sqrt{2 \pi}} \int_{0}^{\left|\theta_{i}\right|} x \exp \left(-\frac{(x-\omega)^{2}}{2}\right) \mathrm{d} x-\sqrt{\frac{2}{\pi}} \int_{0}^{\infty} x \exp \left(-\frac{(x+\omega)^{2}}{2}\right) \mathrm{d} x \\
& =\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\omega^{2}}{2}\right)\left\{\int_{0}^{\left|\theta_{i}\right|} x \exp (\omega x) \exp \left(-\frac{x^{2}}{2}\right) \mathrm{d} x-2 \int_{0}^{\infty} x \exp (-\omega x) \exp \left(-\frac{x^{2}}{2}\right) \mathrm{d} x\right\} \\
& \geq \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\omega^{2}}{2}\right)\left\{\int_{0}^{\left|\theta_{i}\right|} \frac{\omega^{2} x^{3}}{2} \exp \left(-\frac{x^{2}}{2}\right) \mathrm{d} x-2 \int_{0}^{\infty} x \exp \left(-\frac{x^{2}}{2}\right) \mathrm{d} x\right\} \\
& \geq \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\omega^{2}}{2}\right)\left[\omega^{2}\left(1-\left(\frac{\theta_{i}^{2}}{2}+1\right) \exp \left(-\frac{\theta_{i}^{2}}{2}\right)\right)-2\right]
\end{aligned}
$$

Based on these two observations, for $\|\theta\|_{1} \gtrsim \sqrt{k}$ and $\omega$ large enough, it obeys

$$
\begin{equation*}
\frac{1}{k} \sum_{i: \theta_{i} \neq 0} \mathbb{E}\left[\left(\omega-G \operatorname{sign}\left(\theta_{i}+G\right)\right) \circ \mathbb{1}\left(\left|\theta_{i}+G\right|>\omega\right)\right] \gtrsim \omega^{2} \exp \left(-\frac{\omega^{2}}{2}\right) \tag{104}
\end{equation*}
$$

Now, considering the transformation $\omega=\sqrt{n} \tau /\left\|\alpha_{t}\right\|_{2}$ and $\theta_{i}=\theta_{i}^{\star} /\left\|\alpha_{t}\right\|_{2}$, we obtain

$$
\begin{aligned}
& \nabla_{\tau} \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2} \\
& =\sum_{i: \theta_{i}^{\star} \neq 0} \mathbb{E}\left[\left(\tau-\left\|\alpha_{t}\right\|_{2} g \operatorname{sign}\left(\theta_{i}^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right) \mathbb{1}\left(\left|\theta_{i}^{\star}+\left\|\alpha_{t}\right\|_{2} g\right|>\tau\right)\right]-(p-k) \mathbb{E}\left[\mathrm{ST}_{\tau}\left(\left|\left\|\alpha_{t}\right\|_{2} g\right|\right)\right] \\
& =\frac{\left\|\alpha_{t}\right\|_{2}}{\sqrt{n}} \sum_{i: \theta_{i} \neq 0} \mathbb{E}\left[\left(\omega-G \operatorname{sign}\left(\theta_{i}+G\right)\right) \circ \mathbb{1}\left(\left|\theta_{i}+G\right|>\omega\right)\right]-\left\|\alpha_{t}\right\|_{2} \frac{p-k}{\sqrt{n}} \mathbb{E}\left[\mathrm{ST}_{\omega}(|G|)\right]
\end{aligned}
$$

Taking the above together with (104), we have that given $\left\|\alpha_{t}\right\|_{2} \asymp 1$ and $\tau>C / \sqrt{n}$ for some constant $C$ large enough,

$$
\nabla_{\tau} \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2}^{2}>c \sqrt{k}
$$

for some constant $c>0$. In view of the property (94), this property ensures that $\tau_{t+1} \lesssim 1 / \sqrt{n}$. As a result, it also leads to

$$
\begin{equation*}
\omega:=\sqrt{n} \tau_{t+1} /\left\|\alpha_{t}\right\|_{2} \lesssim 1, \quad \mathbb{E}\left[\mathrm{ST}_{\omega}(|G|)\right] \gtrsim 1 \tag{105}
\end{equation*}
$$

## B.1.3 State evolution

Our final goal is to bound the difference between the non-asymptotic SE ( $\alpha_{t}, \gamma_{t+1}$ ) to the deterministic SE defined in expression (31). In the following, we shall use the induction method to achieve this goal. In particular, it is easily validated that the set of relation (35a) holds true for $t=1$. Assuming that for some $t \geq 1$,

$$
\begin{equation*}
\left|\left\|\alpha_{t-1}\right\|_{2}^{2}-\alpha_{t-1}^{\star 2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{1 / 3} \quad \text { and } \quad\left|\left\|\gamma_{t}\right\|_{2}^{2}-\gamma_{t}^{\star 2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{1 / 3} \tag{106}
\end{equation*}
$$

it is thus sufficient to verify them for $t+1$.
Towards this end, let us first recall the expression (83) that

$$
\begin{equation*}
\left\|\alpha_{t}\right\|_{2}^{2}=\left\|\gamma_{t}\right\|_{2}^{2}+\|\varepsilon\|_{2}^{2}+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \tag{107a}
\end{equation*}
$$

where $\left\|\gamma_{t}\right\|_{2},\|\varepsilon\|_{2} \asymp 1$. In addition, combining expressions (85) and (88) yields

$$
\left\|\gamma_{t+1}\right\|_{2}=\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right\|_{2} \mid\left\|\alpha_{t}\right\|_{2}\right]+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right)
$$

$$
\begin{align*}
& \stackrel{(\mathrm{i})}{=} \mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\sqrt{\left\|\gamma_{t}\right\|_{2}^{2}+\|\varepsilon\|_{2}^{2}} g\right)\right\|_{2} \mid\left\|\alpha_{t}\right\|_{2}\right]+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \\
& \stackrel{(\mathrm{ii})}{=}\left(\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\sqrt{\left\|\gamma_{t}\right\|_{2}^{2}+\|\varepsilon\|_{2}^{2}} g\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right]\right)^{1 / 2}+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) . \tag{107b}
\end{align*}
$$

Here, for inequality (i), we have plugged in the relationship (107a) and invoked the Lipschitz property

$$
\| \theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+(\omega+\Delta) g\left\|_{2} \leq\right\| \theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta^{\star}+\omega g\right)\left\|_{2}+\right\| \Delta g \|_{2}\right.
$$

We remind the readers that vector $g \in \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$, and is independent with the $\left(\alpha_{t}, \gamma_{t+1}\right)$ sequence. For inequality (ii) to hold, we recall the relation (88). According to the optimality of $\tau_{t+1}$ (in (31)), we also find

$$
\begin{align*}
\left\|\gamma_{t+1}\right\|_{2} & =\left\|F_{t+1}\left(\beta_{t+1}\right)\right\|_{2}=\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}}\left(\theta_{t+1}\right)\right\|_{2}  \tag{108}\\
& \leq\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}^{\star}}\left(\theta_{t+1}\right)\right\|_{2}+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \\
& \leq\left(\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}^{\star}}\left(\theta^{\star}+\sqrt{\left\|\gamma_{t}\right\|_{2}^{2}+\|\varepsilon\|_{2}^{2}} g\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right]\right)^{1 / 2}+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \tag{109}
\end{align*}
$$

where the last line is derived again by uniform concentration inequalities, similar to relation (107b).
Armed with the recursive formula (107), controlling the difference between the non-asymptotic state evolution and its asymptotic analogue boils down to considering the growth of function

$$
\begin{equation*}
h_{\tau}(\mu):=\mathbb{E}\left[\left\|\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\sqrt{\mu} g\right)\right\|_{2}^{2}\right] \tag{110}
\end{equation*}
$$

for every value of $\tau>0$. Direct computations yield

$$
\begin{equation*}
\left|h_{\tau}^{\prime}(\mu)\right|=\frac{1}{\sqrt{\mu}}\left|\mathbb{E}\left[\left\langle\theta^{\star}-\mathrm{ST}_{\tau}\left(\theta^{\star}+\sqrt{\mu} g\right),-\mathbb{1}\left(\left|\theta^{\star}+\sqrt{\mu} g\right|>\tau\right) \circ g\right\rangle\right]\right| \tag{111}
\end{equation*}
$$

Considering the new rescaling

$$
\begin{equation*}
\theta:=\sqrt{n} \theta^{\star} / \sqrt{\mu}, \quad \text { and } \quad \omega:=\sqrt{n} \tau / \sqrt{\mu} \tag{112}
\end{equation*}
$$

we can rewrite

$$
h_{\tau}(\mu):=\frac{\mu}{n} \mathbb{E}\left[\left\|\theta-\mathrm{ST}_{\omega}(\theta+G)\right\|_{2}^{2}\right] .
$$

where $G \sim \mathcal{N}(0,1)$. In terms of the new scaling, for $k$-sparse $\theta^{\star}$, some direct calculations lead to

$$
\begin{align*}
\left|h_{\tau}^{\prime}(\mu)\right| & =\frac{1}{n}\left|\mathbb{E}\left[\left\langle\theta-\mathrm{ST}_{\omega}(\theta+G), \mathbb{1}(|\theta+G|>\omega) \circ G\right\rangle\right]\right| \\
& =\left|\frac{k}{n} \mathbb{E}\left[\left(\mathrm{ST}_{\omega}(\theta+G)-\theta \mathbb{1}(|\theta+G|>\omega)\right) G\right]+\frac{p-k}{n} \mathbb{E}\left[\mathrm{ST}_{\omega}(G) G\right]\right| \tag{113}
\end{align*}
$$

We claim that there exists constant $c \in(0,1)$ that only depends on the ratio $p / n$ and $k / p$ such that

$$
\begin{equation*}
\left|h_{\tau}^{\prime}(\mu)\right| \leq\left|\frac{1}{n} \sum_{i: \theta_{i} \neq 0} \mathbb{E}\left[\left(\mathrm{ST}_{\omega}\left(\theta_{i}+G\right)-\theta \mathbb{1}(|\theta+G|>\omega)\right) G\right]+\frac{p-k}{n} \mathbb{E}\left[\mathrm{ST}_{\omega}(G) G\right]\right| \leq 1-c \tag{114}
\end{equation*}
$$

for both $\tau=\tau_{t+1}$ and $\tau=\tau_{t+1}^{\star}$. Let us take this result as given for the moment and leave the proof of this claim to the end of this section.

Given this result, we can bound the difference

$$
\left|\left\|\gamma_{t+1}\right\|_{2}^{2}-\gamma_{t+1}^{\star 2}\right| \leq \max _{\tau=\tau_{t+1}, \tau_{t+1}^{\star}}\left|h_{\tau}\left(\left\|\gamma_{t}\right\|_{2}^{2}+\|\varepsilon\|_{2}^{2}\right)-h_{\tau}\left(\gamma_{t}^{\star 2}+\|\varepsilon\|_{2}^{2}\right)\right|+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right)
$$

$$
\begin{equation*}
\leq(1-c)\left|\left\|\gamma_{t}\right\|_{2}^{2}-\left(\gamma_{t}^{\star}\right)^{2}\right|+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \tag{115}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left|\gamma_{t+1}^{\star 2}-\gamma_{t}^{\star 2}\right| \leq \max _{\tau=\tau_{t}^{\star}, \tau_{t+1}^{\star}}\left|h_{\tau}\left(\gamma_{t}^{\star 2}+\|\varepsilon\|_{2}^{2}\right)-h_{\tau}\left(\gamma_{t-1}^{\star 2}+\|\varepsilon\|_{2}^{2}\right)\right| \leq(1-c)\left|\gamma_{t}^{\star 2}-\gamma_{t-1}^{\star 2}\right| \tag{116}
\end{equation*}
$$

The last inequality ensures that sequence $\gamma_{t}^{\star}$ converges to some fixed point $\gamma^{\star}$. Recalling the initialization $\gamma_{1}=\gamma_{1}^{\star}=\left\|\theta^{\star}\right\|_{2}$, invoking the relation (115) recursively leads to

$$
\left|\left\|\gamma_{t+1}\right\|_{2}^{2}-\left(\gamma_{t+1}^{\star}\right)^{2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}
$$

Taking this together with (107a) ensures that

$$
\left|\left\|\alpha_{t}\right\|_{2}^{2}-\left(\alpha_{t}^{\star}\right)^{2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}
$$

In addition, the relation (116) ensures $\gamma_{t}^{\star}$ converges to some $\gamma^{\star}$ exponentially with $t$.
Proof of Claim (114). We start by proving the claim (114) for $\tau_{t+1}$. Let us recall that $\tau_{t+1}$ satisfies inequalities (94). It thus yields

$$
\left|\sum_{i: \theta_{i}^{\star} \neq 0} \mathbb{E}\left[\left(\tau_{t+1}-\left\|\alpha_{t}\right\|_{2} g \operatorname{sign}\left(\theta_{i}^{\star}+\left\|\alpha_{t}\right\|_{2} g\right)\right) \mathbb{1}\left(\left|\theta_{i}^{\star}+\left\|\alpha_{t}\right\|_{2} g\right|>\tau_{t+1}\right)\right]-(p-k) \mathbb{E}\left[\mathrm{ST}_{\tau_{t+1}}\left(\left|\left\|\alpha_{t}\right\|_{2} g\right|\right)\right]\right|<c^{\prime} \sqrt{k}
$$

for some small constant $c^{\prime}>0$. It is thus sufficient to consider $\tau_{t+1}$ such that the above inequality holds true. Letting $\omega:=\frac{\sqrt{n} \tau_{t+1}}{\left\|\alpha_{t}\right\|_{2}}$, the above relation further leads to

$$
\begin{equation*}
\left|\frac{1}{k} \sum_{i: \theta_{i} \neq 0} \mathbb{E}\left[\left(\omega-G \operatorname{sign}\left(\theta_{i}+G\right)\right) \circ \mathbb{1}\left(\left|\theta_{i}+G\right|>\omega\right)\right]-(p / k-1) \mathbb{E}\left[\mathrm{ST}_{\omega}(|G|)\right]\right|<c^{\prime \prime} \tag{117}
\end{equation*}
$$

for some small constant $c^{\prime \prime}>0$. Here, we remind the readers that in Section B.1.1, we have shown $\left\|\alpha_{t}\right\|_{2} \asymp 1$. Recall that we assume $p>2.3 k$ and $n>2 k \log \frac{p}{k}$. To prove Claim (114), it is thus sufficient for us to show that for $e_{3}, c_{3}$ small enough,

$$
\begin{equation*}
2.3<\frac{p}{k}=1+e_{3}+\frac{\frac{1}{k} \sum_{i: \theta_{i} \neq 0} \mathbb{E}\left[\left(\omega-G \operatorname{sign}\left(\theta_{i}+G\right)\right) \circ \mathbb{1}\left(\left|\theta_{i}+G\right|>\omega\right)\right]}{\mathbb{E}\left[\mathrm{ST}_{\omega}(|G|)\right]} \tag{118}
\end{equation*}
$$

it satisfies

$$
\begin{equation*}
\text { LHS }:=\left|\frac{1}{2 \log \frac{p}{k}} \frac{1}{k} \sum_{i: \theta_{i} \neq 0} \mathbb{E}\left[\left(\mathrm{ST}_{\omega}\left(\theta_{i}+G\right)-\theta \mathbb{1}\left(\left|\theta_{i}+G\right|>\omega\right)\right) G\right]+\frac{\frac{p}{k}-1}{2 \log \frac{p}{k}} \mathbb{E}\left[\mathrm{ST}_{\omega}(G) G\right]\right|<1-c_{3} \tag{119}
\end{equation*}
$$

It is easily seen that the above relation leads to the advertised bound (114) by recognizing $n>2 k \log \frac{p}{k}$.
In order to prove the required inequality (119), plugging the expression for $\frac{p}{k}$ as in (118) and in view of the the concavity of $\log (\cdot)$, we obtain

$$
\begin{align*}
\mathrm{LHS} & \leq\left|\frac{\sum_{i: \theta_{i} \neq 0} \mathbb{E}\left[\left(\mathrm{ST}_{\omega}\left(\theta_{i}+G\right)-\theta \mathbb{1}\left(\left|\theta_{i}+G\right|>\omega\right)\right) G+\frac{\mathbb{E}\left[\mathrm{ST}_{\omega}(G) G\right]}{\mathbb{E}[\mathrm{ST} \omega(|G|)]}\left[\left(\omega-G \operatorname{sign}\left(\theta_{i}+G\right)\right) \circ \mathbb{1}\left(\left|\theta_{i}+G\right|>\omega\right)\right]\right]}{2 \sum_{i: \theta_{i} \neq 0} \log \left(1+\frac{\mathbb{E}\left[\left(\omega-G \operatorname{sign}\left(\theta_{i}+G\right)\right) \circ \mathbb{1}\left(\left|\theta_{i}+G\right|>\omega\right)\right]}{\mathbb{E}[\mathrm{ST} \omega(|G|)]}\right)}\right|+e_{4} \\
& \leq \sup _{\theta}\left|\frac{\mathbb{E}\left[\left(\mathrm{ST}_{\omega}(\theta+G)-\theta \mathbb{1}(|\theta+G|>\omega)\right) G+\frac{\left.\mathbb{E}\left[\mathrm{ST}_{\omega}(G) G\right]\right]}{\mathbb{E}[\operatorname{ST} \omega(|G|)]}[(\omega-G \operatorname{sign}(\theta+G)) \circ \mathbb{1}(|\theta+G|>\omega)]\right]}{2 \log \left(1+\frac{\mathbb{E}[(\omega-G \operatorname{sign}(\theta+G)) \circ \mathbb{1}(|\theta+G|>\omega)]}{\mathbb{E}\left[\mathrm{ST}_{\omega}(|G|)\right]}\right)}\right|+e_{4} . \tag{120}
\end{align*}
$$



Figure 1: Numerical calculations for $H_{1}(\omega)$ and $H_{2}(\omega)$ of (123) and (121) such that $p / k \geq 2.3$.

Let us define
$H_{2}(\omega):=1-\sup _{\theta}\left|\frac{\mathbb{E}\left[\left(\mathrm{ST}_{\omega}(\theta+G)-\theta \mathbb{1}(|\theta+G|>\omega)\right) G+\frac{\mathbb{E}\left[\mathrm{ST}_{\omega}(G) G\right]}{\mathbb{E}[\mathrm{ST} \omega(|G|)]}[(\omega-G \operatorname{sign}(\theta+G)) \circ \mathbb{1}(|\theta+G|>\omega)]\right]}{2 \log \left(1+\frac{\mathbb{E}[(\omega-G \operatorname{sign}(\theta+G)) \circ \mathbb{1}(|\theta+G|>\omega)]}{\mathbb{E}[\mathrm{ST} \omega(|G|)]}\right)}\right|$.

Figure 1 demonstrates that for some constant $c_{4}>0$,

$$
H_{2}(\omega)>\min \left\{c_{4}, \frac{c_{4}}{\omega^{2}}\right\}
$$

Putting this together with the upper bound for $\omega$ in (105) establishes (119), and thus the Claim (114) for $\tau_{t+1}$.

In addition, we make observations that $\tau_{t+1}^{\star}$ satisfies

$$
\nabla_{\tau} \mathbb{E}\left\|\theta^{\star}-\mathrm{ST}_{\tau_{t+1}^{\star}}\left(\theta^{\star}+\alpha_{t}^{\star} g\right)\right\|_{2}^{2}=0
$$

and $\alpha_{t}^{\star}=\left\|\alpha_{t}^{\star}\right\|_{2}+o(1)$, which follows from (107a) and the induction condition. As a result, $\tau_{t+1}^{\star}$ also satisfies the relation (94), which by similar argument as above validates the Claim (114) for $\tau_{t+1}^{\star}$.

Proof of inequality (101). Similarly, we make the observation that

$$
\begin{equation*}
\frac{1+\left(\frac{p}{k}-1\right) \mathbb{P}(|G| \geq \omega)}{2 \log \frac{p}{k}} \leq \sup _{\theta} \frac{1+\frac{\mathbb{P}(|G| \geq \omega) \mathbb{E}[(\omega-G \operatorname{sign}(\theta+G)) \circ \mathbb{1}(|\theta+G|>\omega)]}{\mathbb{E}[\operatorname{ST} \omega(|G|)]}}{2 \log \left(1+\frac{\mathbb{E}[(\omega-G \operatorname{sign}(\theta+G)) \circ \mathbb{1}(|\theta+G|>\omega)]}{\mathbb{E}\left[\mathrm{ST}_{\omega}(|G|)\right]}\right)}+c_{4}, \tag{122}
\end{equation*}
$$

and define

$$
\begin{equation*}
H_{1}(\omega):=1-\sup _{\theta} \frac{1+\frac{\mathbb{P}(|G| \geq \omega) \mathbb{E}[(\omega-G \operatorname{sign}(\theta+G)) \circ \mathbb{1}(|\theta+G|>\omega)]}{\mathbb{E}[\mathrm{ST} \omega(|G|)]}}{2 \log \left(1+\frac{\mathbb{E}[(\omega-G \operatorname{sign}(\theta+G)) \circ \mathbb{1}(|\theta+G|>\omega)]}{\mathbb{E}\left[\mathrm{ST}_{\omega}(|G|)\right]}\right)} \tag{123}
\end{equation*}
$$

As a consequence, Figure 1 demonstrates the relation (101) through a similar argument as above.

## B. 2 Proof of Theorem 3

This result is again a consequence of Theorem 5. To establish the relation (48), we proceed by validating Assumptions 1 and 2 over the execution of the AMP iterations. We derive the state evolution results in Section B.2.3.

## B.2.1 Validating Assumption 1

Before proceeding, we make a remark that $b_{t}$ is chosen according to (44) such that

$$
\begin{equation*}
p\left(1+1 / b_{t}\right)=\left\|\left|r_{t}\right|<\lambda\left(1+b_{t}\right)\right\|_{0}=: k_{t} \tag{124}
\end{equation*}
$$

Such $b_{t}$ exists since since when $b_{t} \rightarrow \infty, k_{t}=n>p=\lim _{b_{t} \rightarrow \infty} p\left(1+1 / b_{t}\right)$, and when $b_{t} \rightarrow 0, k_{t} \leq n<\infty=$ $\lim _{b_{t} \rightarrow 0} p\left(1+1 / b_{t}\right)$.

Now we proceed to validate Assumption 1 in this case. For denoising functions defined in (45), requirement (57a) satisfies straightforwardly. In addition, we note that $\left\|F_{t}(0)\right\|_{2}=0$ and

$$
\begin{aligned}
\left\|G_{t}(0)\right\|_{2}=\left\|g_{t}(\varepsilon)\right\|_{2} & =\frac{n b_{t}}{p\left(1+b_{t}\right)}\left\|\psi\left(\varepsilon ; \lambda\left(1+b_{t}\right)\right)\right\|_{2} \\
& \leq \frac{n b_{t}}{p\left(1+b_{t}\right)}\|\varepsilon\|_{2} \lesssim 1
\end{aligned}
$$

Therefore, we only need to verify that $\left\|\gamma_{t}\right\|_{2} \asymp\left\|\alpha_{t}\right\|_{2} \asymp 1$. We claim that this indeed the case.
Proof of $\left\|\gamma_{t}\right\|_{2},\left\|\alpha_{t}\right\|_{2} \lesssim 1$. Specifically, if $\left\|\xi_{t}\right\|_{2},\left\|\zeta_{t-1}\right\|_{2}=o(1)$, we shall prove that there exists some large enough constant $\bar{\gamma}$ with $\|\varepsilon\|_{2} / \bar{\gamma}<c$ for some constant $c>0$ small enough, such that

$$
\begin{equation*}
\left\|\gamma_{t}\right\|_{2}<\bar{\gamma}, \quad \text { for every } t \geq 1 \tag{125}
\end{equation*}
$$

It therefore implies $\left\|\gamma_{t}\right\|_{2} \lesssim 1$. We begin by noticing that $\left\|\gamma_{1}\right\|_{2}=\left\|\theta^{\star}\right\|_{2} \lesssim \bar{\gamma}$. In addition, with probability at least $1-O\left(n^{-10}\right)$, one has

$$
\begin{align*}
\left\|\alpha_{t}\right\|_{2} & =\left\|G_{t}\left(s_{t}\right)\right\|_{2}=\frac{n b_{t}}{p\left(1+b_{t}\right)}\left\|\psi\left(s_{t}+\varepsilon ; \lambda\left(1+b_{t}\right)\right)\right\|_{2} \\
& \leq \frac{n}{p}\left\|s_{t}+\varepsilon\right\|_{2}=\frac{n}{p}\left\|\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}+\xi_{t}+\varepsilon\right\|_{2} \\
& =\frac{n}{p} \sqrt{\left\|\gamma_{t}\right\|_{2}^{2}+\|\varepsilon\|_{2}^{2}}+O\left(\sqrt{\frac{t \log n}{n}}\left(\left\|\gamma_{t}\right\|_{2}+\|\varepsilon\|_{2}\right)+\left\|\xi_{t}\right\|_{2}\right) \tag{126}
\end{align*}
$$

where the last line follows from similar argument to (83). In addition, invoking the spectral properties as in (172) again gives

$$
\begin{equation*}
\left\|\gamma_{t+1}\right\|_{2}=\left\|F_{t+1}\left(\beta_{t+1}\right)\right\|_{2}=\left\|\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}+\zeta_{t}\right\|_{2}=\sqrt{\frac{p}{n}}\left\|\alpha_{t}\right\|_{2}+O\left(\sqrt{\frac{t \log n}{p}}\left\|\alpha_{t}\right\|_{2}+\left\|\zeta_{t}\right\|_{2}\right) \tag{127}
\end{equation*}
$$

If relation (125) does not hold, then there exists some $t$ such that

$$
\left\|\gamma_{t+1}\right\|_{2} \geq \bar{\gamma}>\left\|\gamma_{t}\right\|_{2}
$$

then as a consequence of (126) and (127), one has $\left\|\gamma_{t}\right\|_{2} \gtrsim \bar{\gamma}$. By definition of $\bar{\gamma}$, this means $\|\varepsilon\|_{2} /\left\|\gamma_{t}\right\|_{2}=o(1)$. In the following, we show this is impossible.

In order to see this, let us first consider quantity $\left\|\alpha_{t}\right\|_{2}$. Recognizing the Lipschitz property of the function $\left\|\psi\left(\cdot \mid \lambda\left(1+b_{t}\right)\right)\right\|_{2}$, we write

$$
\begin{align*}
\left\|\alpha_{t}\right\|_{2} & =\left\|G_{t}\left(s_{t}\right)\right\|_{2}=\frac{n b_{t}}{p\left(1+b_{t}\right)}\left\|\psi\left(s_{t}+\varepsilon ; \lambda\left(1+b_{t}\right)\right)\right\|_{2} \\
& =\frac{n b_{t}}{p\left(1+b_{t}\right)}\left\|\psi\left(\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k} ; \lambda\left(1+b_{t}\right)\right)\right\|_{2}+O\left(\left\|\varepsilon+\xi_{t}\right\|_{2}\right) \tag{128}
\end{align*}
$$

Conditional on $\left\|\gamma_{t}\right\|_{2}$, we invoke the standard concentration result for Lipschitz function of Gaussian random variables (Borell, 1975) to bound $\left\|\psi\left(\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k} ; \lambda\left(1+b_{t}\right)\right)\right\|_{2}$. To accommodate the randomness in $\gamma_{t} \in \mathbb{R}^{t}$, we take a union bound over a covering set of $\mathcal{S}^{t-1}$ of accuracy $\frac{1}{n}$. Combining these ideas together, with probability at least $1-O\left(n^{-10}\right)$, it satisfies

$$
\begin{equation*}
\left\|\psi\left(\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k} ; \lambda\left(1+b_{t}\right)\right)\right\|_{2}-\mathbb{E}\left[\left\|\psi\left(\left\|\gamma_{t}\right\|_{2} g ; \lambda\left(1+b_{t}\right)\right)\right\|_{2} \mid\left\|\gamma_{t}\right\|_{2}\right]=O\left(\|\varepsilon\|_{2}+\sqrt{\frac{t \log n}{n}}\left\|\gamma_{t}\right\|_{2}\right) \tag{129}
\end{equation*}
$$

It therefore leads to

$$
\begin{equation*}
\left\|\alpha_{t}\right\|_{2}=\mathbb{E}\left[\left\|\psi\left(\left\|\gamma_{t}\right\|_{2} g ; \lambda\left(1+b_{t}\right)\right)\right\|_{2} \mid\left\|\gamma_{t}\right\|_{2}\right]+O\left(\|\varepsilon\|_{2}+\sqrt{\frac{t \log n}{n}}\left\|\gamma_{t}\right\|_{2}\right) \tag{130}
\end{equation*}
$$

Recall the definition of $\psi(z ; \lambda)=\min \{\max \{z,-\lambda\}, \lambda\}$ to obtain

$$
\begin{align*}
\mathbb{E}\left[\left\|\psi\left(\left\|\gamma_{t}\right\|_{2} g ; \lambda\left(1+b_{t}\right)\right)\right\|_{2} \mid\left\|\gamma_{t}\right\|_{2}\right] & =\left\|\gamma_{t}\right\|_{2} \mathbb{E}\left[\left\|\psi\left(g ; \frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}\right)\right\|_{2}\right] \\
& \leq\left\|\gamma_{t}\right\|_{2} \sqrt{n \mathbb{E}\left[\min \left\{\tilde{g}^{2}, \lambda^{2}\left(1+b_{t}\right)^{2} /\left\|\gamma_{t}\right\|_{2}^{2}\right\}\right]} \tag{131}
\end{align*}
$$

Here, in the last equality, we denote $\tilde{g} \sim \mathcal{N}\left(0, \frac{1}{n}\right)$. Therefore in order to control $\left\|\alpha_{t}\right\|_{2}$, it suffices to bound the quantity $\mathbb{E}\left[\min \left\{\tilde{g}^{2}, \lambda^{2}\left(1+b_{t}\right)^{2} /\left\|\gamma_{t}\right\|_{2}^{2}\right\}\right]$. We claim that it satisfies

$$
\begin{equation*}
\mathbb{E}\left[\min \left\{\tilde{g}^{2}, \lambda^{2}\left(1+b_{t}\right)^{2} /\left\|\gamma_{t}\right\|_{2}^{2}\right\}\right] \leq(1-2 c)^{2} \frac{p}{n^{2}} \tag{132}
\end{equation*}
$$

Putting everything together, we obtain

$$
\begin{equation*}
\left\|\alpha_{t}\right\|_{2} \leq(1-2 c)\left\|\gamma_{t}\right\|_{2} \sqrt{\frac{n}{p}}+O\left(\left\|\varepsilon+\xi_{t}\right\|_{2}+\sqrt{\frac{t \log n}{n}}\left\|\gamma_{t}\right\|_{2}\right) \tag{133}
\end{equation*}
$$

Combining the relation (133) with (127), we end up with

$$
\begin{equation*}
\left\|\gamma_{t+1}\right\|_{2} \leq(1-c)\left\|\gamma_{t}\right\|_{2}+o(1)<\left\|\gamma_{t}\right\|_{2} \tag{134}
\end{equation*}
$$

which is contradicted with $\left\|\gamma_{t+1}\right\|_{2} \geq \bar{\gamma}>\left\|\gamma_{t}\right\|_{2}$. Hence, we conclude $\left\|\gamma_{t}\right\|_{2} \lesssim 1$ for every $t \geq 1$, which in turn leads to $\left\|\alpha_{t}\right\|_{2} \lesssim 1$ by virtue of (126).

Proof of inequality (132). First, we claim that the following relation holds true for $\tilde{g} \sim \mathcal{N}\left(0, \frac{1}{n}\right)$,

$$
\begin{equation*}
\mathbb{P}\left(|\tilde{g}|<\lambda\left(1+b_{t}\right) /\left\|\gamma_{t}\right\|_{2}\right)=\frac{p}{n}+o(1) \tag{135}
\end{equation*}
$$

Let us take this relation as give for the moment and come back to its proof later. Based on this, we obtain

$$
\frac{n \mathbb{E}\left[\min \left\{\tilde{g}^{2}, \lambda^{2}\left(1+b_{t}\right)^{2} /\left\|\gamma_{t}\right\|_{2}^{2}\right\}\right]}{\mathbb{P}\left(|\tilde{g}|<\lambda\left(1+b_{t}\right) /\left\|\gamma_{t}\right\|_{2}\right)} \leq 1-5 c
$$

for some constant $c$ depending on $\frac{p}{n}$. This can be seen from the numerical simulation in Figure 2. Here, we let $\tau:=\sqrt{n} \lambda\left(1+b_{t}\right) /\left\|\gamma_{t}\right\|_{2}$ and

$$
\begin{equation*}
H_{1}(\tau):=\frac{1}{\mathbb{P}(|G|>\tau)}\left(1-\frac{\mathbb{E}\left[\min \left\{G^{2}, \tau^{2}\right\}\right]}{\mathbb{P}(|G|<\tau)}\right) \tag{136}
\end{equation*}
$$

Putting these two things together finishes the proof of inequality (132).
Finally, we conclude by proving relation (135). In view of the expression $r_{t}=\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}+\xi_{t}+\varepsilon$, first we make the observation that

$$
\left|\left\|\mathbb{1}\left(\left|r_{t}\right|<\lambda\left(1+b_{t}\right)\right)\right\|_{0}-\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}\right|<\lambda\left(1+b_{t}\right)\right)\right\|_{0}\right| \leq\left\|\mathbb{1}\left(\left|r_{t}\right|<\lambda\left(1+b_{t}\right)\right)-\mathbb{1}\left(\left|\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}\right|<\lambda\left(1+b_{t}\right)\right)\right\|_{1} .
$$

Lemma 10 (278b) bounds the $\ell_{1}$ discrepancy of $F_{t}^{\prime}$ after pertrubing the input. By similar argument, we can derive perturbation results for $G_{t}^{\prime}$. In particular, we bound

$$
\begin{equation*}
\left\|\mathbb{1}\left(\left|r_{t}\right|<\lambda\left(1+b_{t}\right)\right)-\mathbb{1}\left(\left|\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}\right|<\lambda\left(1+b_{t}\right)\right)\right\|_{1} \leq t \log n+n\left(\frac{\left\|\xi_{t}+\varepsilon\right\|_{2}}{\left\|\gamma_{t}\right\|_{2}}\right)^{2 / 3} \tag{137}
\end{equation*}
$$

Combining the above two inequalities yields

$$
\begin{equation*}
\left|\frac{1}{n}\left\|\mathbb{1}\left(\left|r_{t}\right|<\lambda\left(1+b_{t}\right)\right)\right\|_{0}-\frac{1}{n}\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}\right|<\lambda\left(1+b_{t}\right)\right)\right\|_{0}\right| \leq \frac{t \log n}{n}+o(1) \tag{138}
\end{equation*}
$$

where the last inequality uses the assumption $\left\|\xi_{t}\right\|_{2}=o(1),\|\varepsilon\|_{2} \asymp 1$, and the relation $\left\|\gamma_{t}\right\|_{2} \gtrsim \bar{\gamma}$. Now we move on to control the term $\frac{1}{n}\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}\right|<\lambda\left(1+b_{t}\right)\right)\right\|_{0}$. Some direct algebra leads to

$$
\begin{align*}
\frac{1}{n}\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}\right|<\lambda\left(1+b_{t}\right)\right)\right\|_{0} & =\frac{1}{n}\left\|\mathbb{1}\left(\frac{\left|\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}\right|}{\left\|\gamma_{t}\right\|_{2}}<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}\right)\right\|_{0} \\
& \leq \sup _{\zeta \in \mathcal{S}^{t-1}} \frac{1}{n}\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \zeta^{k} \phi_{k}\right|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}\right)\right\|_{0} \\
& \leq \sup _{\zeta \in \mathcal{N}_{\epsilon}\left(\mathcal{S}^{t-1}\right)} \frac{1}{n}\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \zeta^{k} \phi_{k}\right|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}+\epsilon\right)\right\|_{0} \tag{139}
\end{align*}
$$

where $\mathcal{N}_{\epsilon}\left(\mathcal{S}^{t-1}\right)$ forms an $\epsilon$-cover of $\mathcal{S}^{t-1}$. Here in the last inequality, we make the observation that for every $\zeta^{\prime} \in \mathcal{S}^{t-1}$, there exists $\zeta \in \mathcal{N}_{\epsilon}\left(\mathcal{S}^{t-1}\right)$ such that $\left\|\zeta-\zeta^{\prime}\right\|_{2} \leq \epsilon$ and hence

$$
\begin{equation*}
\left|\left|\sum_{k=1}^{t} \zeta^{\prime k} \phi_{k j}\right|-\left|\sum_{k=1}^{t} \zeta^{k} \phi_{k j}\right|\right| \leq\left|\sum_{k=1}^{t}\left(\zeta^{k}-\zeta^{\prime k}\right) \phi_{k j}\right| \leq\left\|\zeta-\zeta^{\prime}\right\|_{2}\left(\sum_{j=1}^{t} \phi_{k j}^{2}\right)^{1 / 2} \leq \epsilon \tag{140}
\end{equation*}
$$

with probability at least $1-O\left(n^{-11}\right)$.
Fix each $\zeta$ independent of $\left\{\phi_{k}\right\},\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \zeta^{k} \phi_{k}\right|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}+\epsilon\right)\right\|_{0}$ is the summation of $n$ independent Bernoulli distribution with parameter $\mathbb{P}\left(|\tilde{g}|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}+\epsilon\right)$, for $\tilde{g} \sim \mathcal{N}(0,1 / n)$. According to standard concentration result for summation of independent Bernoulli's, we obtain

$$
\frac{1}{n}\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \zeta^{k} \phi_{k}\right|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}+\epsilon\right)\right\|_{0} \leq \mathbb{P}\left(|\tilde{g}|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}+\epsilon\right)+O\left(\sqrt{\frac{\log \frac{1}{\delta}}{n}}\right)
$$

with probability at least $1-\delta$. If we set $\epsilon=\frac{1}{n}$ and take a union bound over elements in $\mathcal{N}_{\epsilon}\left(\mathcal{S}^{t-1}\right)$, it holds that

$$
\sup _{\zeta \in \mathcal{N}_{\epsilon}\left(\mathcal{S}^{t-1}\right)} \frac{1}{n}\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \zeta^{k} \phi_{k}\right|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}+\epsilon\right)\right\|_{0} \leq \mathbb{P}\left(|\tilde{g}|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}+\frac{1}{n}\right)+O\left(\sqrt{\frac{t \log n}{n}}\right)
$$

$$
\begin{equation*}
\leq \mathbb{P}\left(|\tilde{g}|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}\right)+O\left(\sqrt{\frac{t \log n}{n}}\right) \tag{141}
\end{equation*}
$$

with probability at least $1-O\left(n^{-10}\right)$. Here the last inequality uses $P\left(\lambda\left(1+b_{t}\right) /\left\|\gamma_{t}\right\|_{2}<|\tilde{g}|<\lambda\left(1+b_{t}\right) /\left\|\gamma_{t}\right\|_{2}+\right.$ $1 / n)<\sqrt{2 /(\pi n)}$ since the density function of $|\tilde{g}|$ is bounded by $\sqrt{2 n / \pi}$. Combining with (139), the above relation leads to

$$
\begin{equation*}
\frac{1}{n}\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}\right|<\lambda\left(1+b_{t}\right)\right)\right\|_{0} \leq \mathbb{P}\left(|\tilde{g}|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}\right)+O\left(\sqrt{\frac{t \log n}{n}}\right) \tag{142}
\end{equation*}
$$

Similarly, one can deduce

$$
\begin{align*}
\frac{1}{n}\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}\right|<\lambda\left(1+b_{t}\right)\right)\right\|_{0} & \geq \inf _{\zeta \in \mathcal{S}^{t-1}} \frac{1}{n}\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \zeta^{k} \phi_{k}\right|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}\right)\right\|_{0} \\
& \geq \inf _{\zeta \in \mathcal{N}_{\epsilon}\left(\mathcal{S}^{t-1}\right)} \frac{1}{n}\left\|\mathbb{1}\left(\left|\sum_{k=1}^{t} \zeta^{k} \phi_{k}\right|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}-\epsilon\right)\right\|_{0} \\
& \geq \mathbb{P}\left(|\tilde{g}|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}\right)+O\left(\sqrt{\frac{t \log n}{n}}\right) . \tag{143}
\end{align*}
$$

Putting these two parts with (138), we conclude

$$
\begin{equation*}
\frac{k_{t}}{n}=\frac{1}{n}\left\|\mathbb{1}\left(\left|r_{t}\right|<\lambda\left(1+b_{t}\right)\right)\right\|_{0}=\mathbb{P}\left(|\tilde{g}|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}\right)+o(1) \tag{144}
\end{equation*}
$$

To establish (135), it is sufficient to notice that $k_{t} \asymp p$. By definition of $k_{t}$ (cf. (124)), it satisfies straightforwardly that $k_{t}>p$. According to (144), it then implies

$$
\begin{equation*}
\mathbb{P}\left(|\tilde{g}|<\frac{\lambda\left(1+b_{t}\right)}{\left\|\gamma_{t}\right\|_{2}}\right) \geq \frac{p}{n}+o(1) . \tag{145}
\end{equation*}
$$

Given $\tilde{g} \sim \mathcal{N}(0,1 / n)$, the above relation ensures $b_{t} \asymp \bar{\gamma}$ for $\lambda \asymp 1 / \sqrt{n}$ and $\lambda\left(1+b_{t}\right) /\left\|\gamma_{t}\right\|_{2} \asymp \frac{1}{\sqrt{n}}$, which in turns gives

$$
k_{t}=p\left(1+1 / b_{t}\right)=p(1+o(1))
$$

We thus finish the proof of inequality (135).
Proof of $\left\|\gamma_{t}\right\|_{2},\left\|\alpha_{t}\right\|_{2} \gtrsim 1$. We are only left to show $\left\|\alpha_{t}\right\|_{2} \gtrsim 1$. Similar to (128), invoking the Lipschitz property of the function $\left\|\psi\left(\cdot \mid \lambda\left(1+b_{t}\right)\right)\right\|_{2}$ gives

$$
\begin{align*}
\left\|\alpha_{t}\right\|_{2} & =\left\|G_{t}\left(s_{t}\right)\right\|_{2}=\frac{n b_{t}}{p\left(1+b_{t}\right)}\left\|\psi\left(s_{t}+\varepsilon ; \lambda\left(1+b_{t}\right)\right)\right\|_{2} \\
& =\frac{n b_{t}}{p\left(1+b_{t}\right)}\left\|\psi\left(\varepsilon+\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k} ; \lambda\left(1+b_{t}\right)\right)\right\|_{2}+O\left(\left\|\xi_{t}\right\|_{2}\right) \\
& \geq \frac{n b_{t}}{p\left(1+b_{t}\right)}\left\|\psi\left(\varepsilon+\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k} ; \lambda\left(1+b_{t}\right)\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2}+O\left(\left\|\xi_{t}\right\|_{2}\right) \tag{146}
\end{align*}
$$

where we define $\mathcal{I}:=\left\{i: \varepsilon_{i} \sim \mathcal{N}\left(0, \sigma^{2}\right)\right\}$. Recall that $\varepsilon_{i}$ is drawn from the mixture distribution of $\mathcal{N}\left(0, \sigma^{2}\right)$ and some other distribution $H$ as in (39).

In order to show $\left\|\alpha_{t}\right\|_{2} \gtrsim 1$, it suffices to lower bound $\left\|\psi\left(\varepsilon+\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k} ; \lambda\left(1+b_{t}\right)\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2}$. Before proceeding, we make two key observations.

- We first make the remark that $\left\{\phi_{k}\right\}$ are independent of $\varepsilon$. In fact, when constructing $\left\{\phi_{k}\right\}$ (cf. (64)), we have viewed $\varepsilon$ as a deterministic vector and each $\phi_{k}$ admits a fixed distribution $\mathcal{N}\left(0, \frac{1}{n} I_{n}\right)$ no matter what value $\varepsilon$ takes. In other words, $\left\{\phi_{k}\right\}$ are independent of $\varepsilon$.
- From our discussions around (145), it satisfies $\lambda\left(1+b_{t}\right) \asymp \frac{\left\|\gamma_{t}\right\|_{2}}{\sqrt{n}}$, and hence,

$$
\begin{equation*}
\left\|\psi\left(\varepsilon+\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k} ; \lambda\left(1+b_{t}\right)\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2} \leq\left\|\lambda\left(1+b_{t}\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2} \lesssim 1 \tag{147}
\end{equation*}
$$

With these two facts in mind, similar to (143), we obtain

$$
\begin{align*}
\left\|\psi\left(\varepsilon+\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k} ; \lambda\left(1+b_{t}\right)\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2} & \geq \inf _{\zeta \in \mathcal{N}_{\epsilon}\left(S^{t-1}\right)}\left\|\psi\left(\varepsilon+\left\|\gamma_{t}\right\|_{2} \sum_{k=1}^{t} \zeta^{k} \phi_{k}-\epsilon ; \lambda\left(1+b_{t}\right)\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2} \\
& \geq \mathbb{E}\left[\left\|\psi\left(\varepsilon+\left\|\gamma_{t}\right\|_{2} g-1 / n ; \lambda\left(1+b_{t}\right)\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2} \mid\left\|\gamma_{t}\right\|_{2}\right]+O\left(\sqrt{\frac{t \log n}{n}}\left\|\gamma_{t}\right\|_{2}\right) \tag{148}
\end{align*}
$$

with probability at least $1-O\left(n^{-11}\right)$. Here we take $\epsilon=1 / n$. Following the exact same argument for deriving (88), since $\left\|\psi\left(\varepsilon+\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k} ; \lambda\left(1+b_{t}\right)\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2}$ concentrates tightly around its mean, and is bounded from above, one can deduce

$$
\begin{align*}
& \mathbb{E}\left[\left\|\psi\left(\varepsilon+\left\|\gamma_{t}\right\|_{2} g-1 / n ; \lambda\left(1+b_{t}\right)\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}\right] \\
& =\left(\mathbb{E}\left[\left\|\psi\left(\varepsilon+\left\|\gamma_{t}\right\|_{2} g-1 / n ; \lambda\left(1+b_{t}\right)\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2} \mid\left\|\gamma_{t}\right\|_{2}\right]\right)^{2}+O\left(\sqrt{\frac{t \log n}{n}}\right) . \tag{149}
\end{align*}
$$

When it comes to further bounding quantity $\mathbb{E}\left[\left\|\psi\left(\varepsilon+\left\|\gamma_{t}\right\|_{2} g-1 / n ; \lambda\left(1+b_{t}\right)\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}\right]$, some direct algebra gives

$$
\begin{align*}
\mathbb{E}\left[\left\|\psi\left(\varepsilon+\left\|\gamma_{t}\right\|_{2} g-1 / n ; \lambda\left(1+b_{t}\right)\right) \circ \mathbb{1}_{\mathcal{I}}\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}\right] & =\mathbb{E}\left[\sum_{k \in \mathcal{I}} \min \left\{\left(\varepsilon_{k}+\left\|\gamma_{t}\right\|_{2} g_{k}-1 / n\right)^{2}, \lambda^{2}\left(1+b_{t}\right)^{2}\right\}\right] \\
& \gtrsim \sum_{k \in \mathcal{I}} \frac{1}{2} \lambda^{2}\left(1+b_{t}\right)^{2} \mathbb{P}\left(\varepsilon_{k}>0,\left\|\gamma_{t}\right\|_{2} g_{k}-\frac{1}{n}>\frac{1}{2} \lambda\left(1+b_{t}\right), k \in \mathcal{I}\right) \\
& \gtrsim 1, \tag{150}
\end{align*}
$$

where in the last line, we recall the independence between $\varepsilon$ and $\left\{\phi_{k}\right\}$ and conclude

$$
\mathbb{P}\left(\varepsilon_{k}>0,\left\|\gamma_{t}\right\|_{2} g_{k}-\frac{1}{n}>\frac{1}{2} \lambda\left(1+b_{t}\right), k \in \mathcal{I}\right)=\mathbb{P}\left(\varepsilon_{k}>0\right) \mathbb{P}\left(\left\|\gamma_{t}\right\|_{2} g_{k}-\frac{1}{n}>\frac{1}{2} \lambda\left(1+b_{t}\right), k \in \mathcal{I}\right) \gtrsim 1
$$

Putting together inequalities (146), (148) and (150) concludes $\left\|\alpha_{t}\right\|_{2} \gtrsim 1$ and thus $\left\|\gamma_{t}\right\|_{2} \gtrsim 1$.
Combining these two parts together, we have shown that $\left\|\alpha_{t}\right\|_{2},\left\|\gamma_{t}\right\|_{2} \asymp 1$, thus validating the Assumption 1 .

## B.2.2 Validating Assumption 2

In view of the definition of (45), it is easily seen that $\frac{1}{n} \mathbb{E}\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}=\frac{p}{n}$. Therefore, in order to justify Assumption 2, we are only left with computing $\frac{1}{n} \mathbb{E}\left[\left\|G_{t+1}^{\prime}\left(u_{t+1}\right)\right\|_{2}^{2}\right]$. Towards this, according to the choice of $b_{t}$ (cf. (124)), we first make the observation that

$$
\frac{1}{n}\left\|G_{t}^{\prime}\left(s_{t}\right)\right\|_{2}^{2}=\frac{1}{n}\left\|g_{t}^{\prime}\left(r_{t}\right)\right\|_{2}^{2}=\left(\frac{n b_{t}}{p\left(1+b_{t}\right)}\right)^{2} \cdot \frac{k_{t}}{n}=\frac{n b_{t}}{p\left(1+b_{t}\right)}
$$

Next we shall compute the difference between $\left\|G_{t}^{\prime}\left(u_{t}\right)\right\|_{2}^{2}$ and $\left\|G_{t}^{\prime}\left(s_{t}\right)\right\|_{2}^{2}$. Some direct algebra gives

$$
\begin{aligned}
\left|\left\|G_{t}^{\prime}\left(u_{t}\right)\right\|_{2}^{2}-\left\|G_{t}^{\prime}\left(s_{t}\right)\right\|_{2}^{2}\right| & =\left(\frac{n b_{t}}{p\left(1+b_{t}\right)}\right)^{2} \cdot\left|\left\|\left|\varepsilon+u_{t}\right|<\lambda\left(1+b_{t}\right)\right\|_{0}-\left\|\left|r_{t}\right|<\lambda\left(1+b_{t}\right)\right\|_{0}\right| \\
& \leq\left(\frac{n b_{t}}{p\left(1+b_{t}\right)}\right)^{2} \cdot\left|\mathbb{1}\left(\varepsilon+u_{t} \mid<\lambda\left(1+b_{t}\right)\right)-\mathbb{1}\left(\left|r_{t}\right|<\lambda\left(1+b_{t}\right)\right)\right| \\
& \lesssim t \log n+n\left(\frac{\left\|\xi_{t}\right\|_{2}}{\left\|\varepsilon+u_{t}\right\|_{2}}\right)^{\frac{2}{3}} \ll n .
\end{aligned}
$$

Here the penultimate inequality results similarly from the relation (137) as a consequence of concentration lemma 4 ; the last inequality invokes the assumption $\left\|\xi_{t}\right\|_{2}=o(1)$ and inequality (82) that

$$
\left.\left\|\varepsilon+u_{t}\right\|_{2}=\left\|\varepsilon+\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k}\right\|_{2}=\sqrt{\|\varepsilon\|_{2}^{2}+\left(1+O\left(\sqrt{\frac{t \log n}{n}}\right)\right)\left\|\gamma_{t}\right\|_{2}^{2}+O\left(\sqrt{\frac{t \log n}{n}}\|\varepsilon\|_{2}\left\|\gamma_{t}\right\|_{2}\right.}\right) \gtrsim 1
$$

Combining the derivations above, we arrive at

$$
\begin{equation*}
\frac{1}{n} \mathbb{E}\left\|G_{t}^{\prime}\left(u_{t}\right)\right\|_{2}^{2} \leq \frac{n}{p}\left(1-\frac{1}{1+b_{t}}\right)+o(1) \tag{151}
\end{equation*}
$$

provided that $t \lesssim \frac{n}{\log ^{4} n}$. Putting everything together, we have verified that

$$
\begin{equation*}
\frac{1}{n^{2}} \mathbb{E}\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2} \mathbb{E}\left\|G_{t+1}^{\prime}\left(u_{t+1}\right)\right\|_{2}^{2}<1-\frac{1}{1+c^{\prime} \bar{\gamma}} \tag{152}
\end{equation*}
$$

for some constant $c^{\prime}$. Here we recall $b_{t} \asymp \bar{\gamma}$ as discussed around inequality (145). We have thus validated Assumption 2.

## B.2.3 State evolution

Again, our final goal is to bound the difference between the non-asymptotic $\mathrm{SE}\left(\alpha_{t}, \gamma_{t+1}\right)$ to the deterministic SE defined in expression (46). We proceed by using the induction method to achieve this goal. Firstly, it is easily seen that the set of relation (49a) holds true for $t=1$. Assuming that for some $t \geq 1$,

$$
\begin{equation*}
\left|\left\|\alpha_{t-1}\right\|_{2}^{2}-\alpha_{t-1}^{\star 2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{1 / 3} \quad \text { and } \quad\left|\left\|\gamma_{t}\right\|_{2}^{2}-\gamma_{t}^{\star 2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{1 / 3} \tag{153}
\end{equation*}
$$

it is thus sufficient to verify them for $t+1$.
In the derivations above, we have shown that $\left\|\alpha_{t}\right\|_{2},\left\|\gamma_{t}\right\|_{2} \asymp 1$. Based on these relations, we claim that

$$
\begin{equation*}
\left\|\gamma_{t+1}\right\|_{2}^{2}=\frac{n}{p}\left(\frac{b_{t}}{1+b_{t}}\right)^{2} \mathbb{E}\left[\left\|\psi\left(\varepsilon+\left\|\gamma_{t}\right\|_{2} g ; \lambda\left(1+b_{t}\right)\right)\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}, \varepsilon\right]+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \tag{154}
\end{equation*}
$$

Proof of relation (154). First we recall inequality (127) to obtain that

$$
\begin{equation*}
\left\|\gamma_{t+1}\right\|_{2}^{2}=\frac{p}{n}\left\|\alpha_{t}\right\|_{2}^{2}+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \tag{155}
\end{equation*}
$$

The definition of $\alpha_{t}$ directly yields

$$
\begin{equation*}
\left\|\alpha_{t}\right\|_{2}=\left\|G_{t}\left(s_{t}\right)\right\|_{2}=\frac{n b_{t}}{p\left(1+b_{t}\right)}\left\|\psi\left(s_{t}+\varepsilon ; \lambda\left(1+b_{t}\right)\right)\right\|_{2} \tag{156}
\end{equation*}
$$

Next, in view of the Lipschitz property of the function $\psi$ and the decomposition (22a) of $s_{t}$, we can further conclude

$$
\left\|\alpha_{t}\right\|_{2}=\frac{n b_{t}}{p\left(1+b_{t}\right)}\left\|\psi\left(\varepsilon+\sum_{k=1}^{t} \gamma_{t}^{k} \phi_{k} ; \lambda\left(1+b_{t}\right)\right)\right\|_{2}+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right)
$$

$$
=\frac{n b_{t}}{p\left(1+b_{t}\right)} \mathbb{E}\left[\left\|\psi\left(\varepsilon+\left\|\gamma_{t}\right\|_{2} g ; \lambda\left(1+b_{t}\right)\right)\right\|_{2} \mid\left\|\gamma_{t}\right\|_{2}, \varepsilon\right]+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right)
$$

with probability at least $1-O\left(n^{-10}\right)$. Here we invoke the relation $\left\|\xi_{t}\right\|_{2} \lesssim O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right)$ in the first line, and the concentration property of Gaussian vectors as in (130) in the second line. In addition, since $\psi\left(\varepsilon+\left\|\gamma_{t}\right\|_{2} g ; \lambda\left(1+b_{t}\right)\right)$ concentrates well around its expectation, with similar argument as in (88), one can derive

$$
\left\|\alpha_{t}\right\|_{2}=\frac{n b_{t}}{p\left(1+b_{t}\right)} \sqrt{\mathbb{E}\left[\left\|\psi\left(\varepsilon+\left\|\gamma_{t}\right\|_{2} g ; \lambda\left(1+b_{t}\right)\right)\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}, \varepsilon\right]}+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right)
$$

with probability at least $1-O\left(n^{-11}\right)$. Putting the above together with (155), we establish the advertised relation (154).

Now based on the recursion (154), in order to study how $\left\|\gamma_{t}\right\|_{2}$ evolves with $t$, it is sufficient to study the following function for any value $b>0$,

$$
\begin{equation*}
h_{b}(\mu):=\mathbb{E}\left[\|\psi(\varepsilon+\sqrt{\mu} g ; \lambda(1+b))\|_{2}^{2} \mid \varepsilon\right] \tag{157}
\end{equation*}
$$

With this definition, the limiting state-evolution (46) satisfies

$$
\begin{equation*}
\gamma_{t+1}^{\star 2}=\frac{n}{p}\left(\frac{b_{t}^{\star}}{1+b_{t}^{\star}}\right)^{2} h_{b_{t}^{\star}}\left(\gamma_{t}^{\star 2}\right) \tag{158}
\end{equation*}
$$

while its non-asymptotic analogue satisfies

$$
\begin{equation*}
\left\|\gamma_{t+1}\right\|_{2}^{2}=\frac{n}{p}\left(\frac{b_{t}}{1+b_{t}}\right)^{2} h_{b_{t}}\left(\left\|\gamma_{t}\right\|_{2}^{2}\right)+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \tag{159}
\end{equation*}
$$

Now our goal is to control the difference between $\left\|\gamma_{t+1}\right\|_{2}^{2}$ and $\gamma_{t+1}^{\star 2}$. Towards this end, we first make note of the following two properties regarding the function $h_{b}$.

- First, we claim that

$$
\begin{align*}
\left|h_{b}^{\prime}(\mu)\right| & =\frac{1}{\sqrt{\mu}}|\mathbb{E}[\langle\psi(\varepsilon+\sqrt{\mu} g ; \lambda(1+b)), \mathbb{1}(|\varepsilon+\sqrt{\mu} g|<\lambda(1+b)) \circ g\rangle \mid \varepsilon]| \\
& \leq \frac{1-2 c}{\mu} \mathbb{E}\left[\|\psi(\varepsilon+\sqrt{\mu} g ; \lambda(1+b))\|_{2}^{2} \mid \varepsilon\right]  \tag{160}\\
& =\frac{1-2 c}{\mu} h_{b}(\mu) .
\end{align*}
$$

Let us take inequality (160) as given for the moment, and come back to its proof at the end of this section. Note that for $\mu \asymp 1, h_{b}(\mu) / \mu=O(1)$ and the above property guarantees that $\frac{1}{\mu} h(\mu)$ is $O(1)$-Lipschitz continuous function of $\mu$. As a result, one has

$$
(1-2 c) \frac{h_{b}(\mu)}{\mu} \leq(1-2 c) \frac{h_{b}\left(\mu^{\prime}\right)}{\mu^{\prime}}+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \leq(1-c) \frac{h_{b}\left(\mu^{\prime}\right)}{\mu^{\prime}}
$$

for $\left|\mu-\mu^{\prime}\right|=O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right)$. Putting the things above together yields

$$
\begin{equation*}
\left|h_{b}^{\prime}(\mu)\right| \leq(1-c) \frac{h_{b}\left(\mu^{\prime}\right)}{\mu^{\prime}} \tag{161}
\end{equation*}
$$

for some constant $c \in(0,1), b=b_{t}, b_{t}^{\star}$ and $\left|\mu-\mu^{\prime}\right|=O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right)$.

- For any value of $\mu$, regarding $b^{2} h_{b}(\mu) /(1+b)^{2}$ as a function of $b$, notice that

$$
\begin{equation*}
\frac{\partial\left(b^{2} \psi(u /(1+b) ; \lambda)^{2}\right)}{\partial b}=\frac{2 b \psi(u /(1+b) ; \lambda)^{2}}{1+b} \geq 0 \tag{162}
\end{equation*}
$$

Therefore, $b^{2} h_{b}(\mu) /(1+b)^{2}$ is a non-decreasing function of $b$.

With these properties in place, putting relations (158) and (159) together gives

$$
\begin{align*}
& \left|\left\|\gamma_{t+1}\right\|_{2}^{2}-\left(\gamma_{t+1}^{\star}\right)^{2}\right| \\
& \leq \frac{n}{p} \max \left\{\left(\frac{b_{t}^{\star}}{1+b_{t}^{\star}}\right)^{2}\left|h_{b_{t}^{\star}}\left(\left\|\gamma_{t}\right\|_{2}^{2}\right)-h_{b_{t}^{\star}}\left(\left(\gamma_{t}^{\star}\right)^{2}\right)\right|,\left(\frac{b_{t}}{1+b_{t}}\right)^{2}\left|h_{b_{t}}\left(\left\|\gamma_{t}\right\|_{2}^{2}\right)-h_{b_{t}}\left(\left(\gamma_{t}^{\star}\right)^{2}\right)\right|\right\}+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \\
& \lesssim\left|\left\|\gamma_{t}\right\|_{2}^{2}-\left(\gamma_{t}^{\star}\right)^{2}\right|+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right)=o(1), \tag{163}
\end{align*}
$$

where the last relation invokes our inductive assumption. Furthermore, we can write

$$
\begin{align*}
& \left(\gamma_{t+1}^{\star}\right)^{-2}\left|\left\|\gamma_{t+1}\right\|_{2}^{2}-\left(\gamma_{t+1}^{\star}\right)^{2}\right| \\
& \leq \max \left\{\left(h_{b_{t}^{\star}}\left(\gamma_{t}^{\star 2}\right)\right)^{-1}\left|h_{b_{t}^{\star}}\left(\left\|\gamma_{t}\right\|_{2}^{2}\right)-h_{b_{t}^{\star}}\left(\left(\gamma_{t}^{\star}\right)^{2}\right)\right|,(1+o(1))\left(h_{b_{t}}\left(\left\|\gamma_{t}\right\|_{2}^{2}\right)\right)^{-1}\left|h_{b_{t}}\left(\left\|\gamma_{t}\right\|_{2}^{2}\right)-h_{b_{t}}\left(\left(\gamma_{t}^{\star}\right)^{2}\right)\right|\right\}+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \\
& \lesssim(1-c)\left(\gamma_{t}^{\star}\right)^{-2}\left|\left\|\gamma_{t}\right\|_{2}^{2}-\left(\gamma_{t}^{\star}\right)^{2}\right|+O\left(\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}\right) \tag{164}
\end{align*}
$$

where the second line holds since for $b_{t}^{\star} \geq b_{t}$,

$$
h_{b_{t}}\left(\left\|\gamma_{t}\right\|_{2}^{2}\right)-h_{b_{t}}\left(\left(\gamma_{t}^{\star}\right)^{2}\right) \leq h_{b_{t}}\left(\left\|\gamma_{t}\right\|_{2}^{2}\right)-h_{b_{t}^{\star}}\left(\left(\gamma_{t}^{\star}\right)^{2}\right) \leq h_{b_{t}^{\star}}\left(\left\|\gamma_{t}\right\|_{2}^{2}\right)-h_{b_{t}^{\star}}\left(\left(\gamma_{t}^{\star}\right)^{2}\right)
$$

and the last line makes use of (161) with $\mu=c^{\prime}\left\|\gamma_{t}\right\|_{2}^{2}+\left(1-c^{\prime}\right)\left(\gamma_{t}^{\star}\right)^{2}$ and $\mu^{\prime}=\left(\gamma_{t}^{\star}\right)^{2}$ for some $0 \leq c^{\prime} \leq 1$.
In view of the initialization $\gamma_{1}=\gamma_{1}^{\star}=\left\|\theta^{\star}\right\|_{2}$ and $\left\|\gamma_{t}\right\|_{2} \asymp 1$, invoking the above relation (164) recursively leads to

$$
\left|\left\|\gamma_{t+1}\right\|_{2}^{2}-\left(\gamma_{t+1}^{\star}\right)^{2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}}
$$

which in turns gives that

$$
\left|\left\|\alpha_{t}\right\|_{2}^{2}-\left(\alpha_{t}^{\star}\right)^{2}\right| \lesssim\left(\frac{t \log ^{2} n}{n}\right)^{\frac{1}{3}} .
$$

Proof of Claim (160). To establish the expression (160) for $b=b_{t}$ and $b_{t}^{\star}$, consider a change of variable $\tau:=\frac{\sqrt{n} \lambda(1+b)}{\sqrt{\mu}}$. It is then sufficient to prove that for any $\tau>0$,

$$
\begin{equation*}
H_{2}(\tau):=1-\sup _{\varepsilon} \frac{|\mathbb{E}[G(\varepsilon+G) \mathbb{1}(|\varepsilon+G|<\tau)]|}{\mathbb{E}\left[(\varepsilon+G)^{2} \wedge \tau^{2}\right]}>c, \tag{165}
\end{equation*}
$$

for some constant $c \in(0,1)$.

- For $\tau \in(0,3)$, the required inequality (165) can be directly obtained from the numerical simulation in Figure 2. Here the value $H_{2}(\tau) \geq 0.02$ for $\tau \in(0,3)$.
- For $\tau \geq 3$, due to symmetry, it is enough to consider the case $\varepsilon \geq 0$. When $\varepsilon \geq \tau$, some direct calculations yield

$$
\begin{aligned}
|\mathbb{E}[G(\varepsilon+G) \mathbb{1}(|\varepsilon+G|<\tau)]| & \leq \max \{\mathbb{E}[G(\varepsilon+G) \mathbb{1}(-\varepsilon-\tau<G<-\varepsilon)],-\mathbb{E}[G(\varepsilon+G) \mathbb{1}(-\varepsilon<G<\tau-\varepsilon)]\} \\
& \leq \max \left\{\mathbb{E}\left[G^{2} \mathbb{1}(G<-\tau)\right],-\tau \mathbb{E}[G \mathbb{1}(G<0)]\right\} \leq \tau,
\end{aligned}
$$

and

$$
\mathbb{E}\left[(\varepsilon+G)^{2} \wedge \tau^{2}\right]>\tau^{2} \mathbb{E}[\mathbb{1}(G>0)]=\frac{\tau^{2}}{2}
$$



Figure 2: Numerical calculations for $H_{1}(\tau)$ of (136) with $\tau \in(0,5)$ and $H_{2}(\tau)$ of (165) with $\tau \in(0,3)$.

In this case, $H_{2}(\tau) \geq 1-\frac{2}{\tau} \geq 1 / 3$. In the other case, for $0 \leq \varepsilon \leq \tau$, we obtain

$$
\begin{aligned}
|\mathbb{E}[G(\varepsilon+G) \mathbb{1}(|\varepsilon+G|<\tau)]| \leq & |\mathbb{E}[G(\varepsilon+G) \mathbb{1}(-\varepsilon-\tau<G<\varepsilon-\tau)]|+2 \mathbb{E}\left[G^{2} \mathbb{1}(0<G<\tau-\varepsilon)\right] \\
< & \varepsilon|\mathbb{E}[(\varepsilon+G) \mathbb{1}(-\varepsilon-\tau<G<\varepsilon-\tau)]|+\mathbb{E}\left[(\varepsilon+G)^{2} \mathbb{1}(-\varepsilon-\tau<G<\varepsilon-\tau)\right] \\
& +2 \mathbb{E}\left[G^{2} \mathbb{1}(0<G<\tau-\varepsilon)\right] \\
< & \tau^{2} \mathbb{E}[\mathbb{1}(G<\varepsilon-\tau)]+\mathbb{E}\left[(\varepsilon+G)^{2} \mathbb{1}(-\varepsilon-\tau<G<\varepsilon-\tau)\right] \\
& +2 \mathbb{E}\left[G^{2} \mathbb{1}(0<G<\tau-\varepsilon)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{E}\left[(\varepsilon+G)^{2} \wedge \tau^{2}\right]> & \tau^{2} \mathbb{E}[\mathbb{1}(G>\tau-\varepsilon)]+\mathbb{E}\left[(\varepsilon+G)^{2} \mathbb{1}(-\varepsilon-\tau<G<\varepsilon-\tau)\right] \\
& +2 \mathbb{E}\left[\left(\varepsilon^{2}+G^{2}\right) \mathbb{1}(0<G<\tau-\varepsilon)\right]
\end{aligned}
$$

As a result, $H_{2}(\tau)>0$. Since we only need to consider those $\tau$ such that $\tau \asymp 1$ which forms a compact set, therefore it implies there exists some constant $c$ such that $H_{2}(\tau)>c$.

We have thus completed the proof of Claim (160).

## C Auxiliary concentration lemmas and their proofs

In this section, we collect a few concentration results for functions of random vectors that shall be used multiple times throughout this paper.

## C. 1 Lemma statements

The first result below considers the summation of independent sub-exponential random variables and develops a Bernstein-like concentration bound.

Lemma 3. Suppose that $Z_{i}$ 's are independent random variables satisfying

$$
\begin{equation*}
\mathbb{E}\left[Z_{i}\right]=0 \quad \text { and } \quad \mathbb{P}\left(\left|Z_{i}\right| \geq B \log \frac{1}{\delta}\right) \leq \delta, \quad \text { for every } 0<\delta \leq \frac{1}{\operatorname{poly}(n)} \tag{166}
\end{equation*}
$$

for some $B \geq 0$. Then with probability at least $1-\delta$, one has

$$
\begin{equation*}
\left|\sum_{i=1}^{n} Z_{i}\right| \lesssim \sqrt{\sum_{i=1}^{n}\left(\operatorname{Var}\left(Z_{i}\right)+\left(\frac{B \log n}{n}\right)^{2}\right) \log \frac{1}{\delta}}+B \log n \log \frac{1}{\delta} \tag{167}
\end{equation*}
$$

The proof of this result can be found in Section C.2.
It is worth pointing out that a direct application of Bernstein's inequality - in view of the boundedness condition (166) for each $Z_{i}$ - adds an additional $\log \frac{1}{\delta}$ to the second term of (167) (see e.g. (Wainwright, 2019, Section 2.1.3)). In that case, this additional term when combined with a covering argument shall result in an inferior dependence on the parameter $t$.

Next, we derive a useful concentration bound associated with indicator functions. In particular, we count the number of times that a Lipschitz function crosses a certain threshold over multiple independent realizations. This concentration result turns out to be useful when dealing with discontinuous denoising functions with its proof postponed to Section C.3.

Lemma 4. Consider independent random vectors $\left\{X_{i}\right\}_{i=1}^{n}$. Suppose for each $i \in[n], h_{i}(x ; \theta)$ is a Lipschitz function w.r.t. $\theta \in \Theta$, with Lipschitz constant equals to $L$. Additionally, assume that for any fixed $\theta$, there exists some $\sigma>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<\frac{s \sigma}{n}\right)<\frac{s}{n}, \quad \forall s \in[n] . \tag{168}
\end{equation*}
$$

Then for every $\varepsilon \in \mathbb{R}^{n}$, with probability at least $1-O\left(n^{-10}\right)$, it obeys

$$
\begin{equation*}
\sup _{\theta \in \Theta} \sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<\varepsilon_{i}\right) \lesssim \log N\left(\frac{\sigma}{n^{2}}, \Theta\right) \log n+\left(\frac{n\|\varepsilon\|_{2}}{\sigma}\right)^{\frac{2}{3}} . \tag{169}
\end{equation*}
$$

Finally, we conclude this section by summarizing some standard concentration results of independent Gaussian random vectors.

Again, denote a collection of independent Gaussian vectors $\left\{\phi_{k}\right\}_{1 \leq k \leq t}$ and $\left\{\psi_{k}\right\}_{1 \leq k \leq t}$, with $\phi_{k} \stackrel{\text { i.i.d. }}{\sim}$ $\mathcal{N}\left(0, \frac{1}{n} I_{n}\right)$ and $\psi_{k} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$. If we concatenate $\left\{\phi_{k}\right\}_{k=1}^{t}$ into a matrix $\Phi \in \mathbb{R}^{n \times t}$ as

$$
\begin{equation*}
\Phi:=\left[\phi_{1}, \ldots, \phi_{t}\right] \in \mathbb{R}^{n \times t}, \quad \text { where } \phi_{k} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{1}{n} I_{n}\right), \tag{170}
\end{equation*}
$$

its maximum singular value satisfies

$$
\begin{equation*}
\mathbb{P}\left(\|\Phi\|_{\mathrm{op}} \geq 1+\sqrt{\frac{t}{n}}+\frac{\delta}{\sqrt{n}}\right) \leq e^{-\delta^{2} / 2} \tag{171}
\end{equation*}
$$

In addition, for Wishart matrices, invoking the above result together with a union bound tells us that

$$
\begin{equation*}
\left\|\left(\phi_{1}, \ldots, \phi_{t-1}\right)^{\top}\left(\phi_{1}, \ldots, \phi_{t-1}\right)-I_{t-1}\right\|_{\mathrm{op}} \lesssim \sqrt{\frac{t \log \frac{n}{\delta}}{n}}, \quad \text { for every } 1<t \leq n \tag{172a}
\end{equation*}
$$

with probability at least $1-\delta$ (see, also, Wainwright (2019, Example 6.2)). Similarly, for random vectors $\left\{\psi_{k}\right\}_{k=1}^{t-1}$, independently drawn from $\mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$, one has

$$
\begin{equation*}
\left\|\frac{n}{p}\left(\psi_{1}, \ldots, \psi_{t-1}\right)^{\top}\left(\psi_{1}, \ldots, \psi_{t-1}\right)-I_{t-1}\right\|_{\mathrm{op}} \lesssim \sqrt{\frac{t \log \frac{p}{\delta}}{p}}, \quad \text { for every } 1<t \leq n \tag{172b}
\end{equation*}
$$

For our convenience, we also recall the following lemma from Li and Wei (2022). Here for every vector $x \in \mathbb{R}^{n}$, we follow the convention and write $|x|_{(i)}$ as its $i$-th largest entry in magnitude.
Lemma 5. (Li and Wei, 2022, Lemma 8) With probability at least $1-\delta$, it holds that

$$
\begin{gather*}
\left|\max _{1 \leq k \leq t-1}\left\|\phi_{k}\right\|_{2}-1\right| \lesssim \sqrt{\frac{\log \frac{n}{\delta}}{n}},  \tag{173a}\\
\sup _{a=\left[a_{k}\right]_{1 \leq k<t \in \mathcal{S}^{t-2}}}| |\left|\sum_{k=1}^{t-1} a_{k} \phi_{k} \|_{2}-1\right| \lesssim \sqrt{\frac{t \log \frac{n}{\delta}}{n}},  \tag{173b}\\
\sup _{a=\left[a_{k}\right]_{1 \leq k<t} \in \mathcal{S}^{t-2}} \sum_{i=1}^{s}\left|\sum_{k=1}^{t-1} a_{k} \phi_{k}\right|_{(i)}^{2} \lesssim \frac{(t+s) \log \frac{n}{\delta}}{n}, \quad \forall 1 \leq s \leq n . \tag{173c}
\end{gather*}
$$

For a set of random vectors $\left\{\phi_{k}\right\}_{k=1}^{t}$ independently drawn from $\mathcal{N}\left(0, \frac{1}{n} I_{n}\right)$,

## C. 2 Proof of Lemma 3

For every integer $k \geq 2$, let us consider the $k$-moment of random variable $Z_{i}$. For notational convenience, define $Y_{i}:=\frac{Z_{i}}{B \log n}$ and direct calculations yield

$$
\begin{align*}
\mathbb{E}\left[\left|Z_{i}\right|^{k}\right] & =\mathbb{E}\left[\left|Z_{i}\right|^{k} \mathbb{1}\left(\left|Z_{i}\right| \leq B k \log n\right)\right]+\mathbb{E}\left[\left|Z_{i}\right|^{k} \mathbb{1}\left(\left|Z_{i}\right|>B k \log n\right)\right] \\
& \stackrel{(\mathrm{i})}{\lesssim}(B k \log n)^{k-2} \operatorname{Var}\left(Z_{i}\right)+(B k \log n)^{k} \exp (-k \log n) \\
& \leq(B k \log n)^{k}\left(\operatorname{Var}\left(Y_{i}\right)+\frac{1}{n^{2}}\right) \tag{174}
\end{align*}
$$

where the last step uses the definition of $Y_{i}$ and $k \geq 2$. To verify the relation (i), let us use $\mu_{\left|Z_{i}\right|}$ to denote the density of $\left|Z_{i}\right|$. By direct calculations, one has

$$
\begin{align*}
\mathbb{E}\left[\left|Z_{i}\right|^{k} \mathbb{1}\left(\left|Z_{i}\right|>B k \log n\right)\right] & =\int_{B k \log n}^{\infty} x^{k} \mu_{\left|Z_{i}\right|}(\mathrm{d} x) \\
& \leq(B k \log n)^{k} \exp (-k \log n)+\int_{B k \log n}^{\infty} \exp \left(-\frac{x}{B}\right) \mathrm{d} x^{k} \\
& =(B k \log n)^{k} \exp (-k \log n)+k B^{k} \int_{k \log n}^{\infty} x^{k-1} \exp (-x) \mathrm{d} x \tag{175}
\end{align*}
$$

where the first inequality invokes the condition (166). To continue, invoking the rule of integration by part, the right hand side of (175) equals to

$$
\begin{align*}
(175) & =(B k \log n)^{k} \exp (-k \log n)+k B^{k} \exp (-k \log n) \sum_{m=1}^{k-1} \frac{(k-1)!}{(k-m)!}(k \log n)^{k-m} \\
& \leq(B k \log n)^{k} \exp (-k \log n)+k B^{k} \exp (-k \log n) \sum_{m=1}^{k-1} \frac{1}{\log ^{m-1} n}(k \log n)^{k} \\
& \lesssim(B k \log n)^{k} \exp (-k \log n) \tag{176}
\end{align*}
$$

where the first inequality is proved by upper bounding the ratio between consecutive terms by $\frac{1}{\log n}$. Putting the pieces together establishes the relation (i) and thus the Bernstein condition stated in (174).

Given that each $Z_{i}$ satisfies the Bernstein-type condition (174), by the power series expansion, we obtain,

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(\lambda Z_{i}\right)\right]=\mathbb{E}\left[\sum_{k=0}^{\infty} \frac{\lambda^{k} Z_{i}^{k}}{k!}\right]=1+\mathbb{E}\left[\sum_{k=2}^{\infty} \frac{\lambda^{k} Z_{i}^{k}}{k!}\right] & \leq \exp \left(\sum_{k=2}^{\infty} \frac{\mathbb{E}\left[\lambda^{k} Z_{i}^{k}\right]}{k!}\right) \\
& \leq \exp \left(\sum_{k=2}^{\infty} \frac{\lambda^{k}(B k \log n)^{k}}{k!}\left(\operatorname{Var}\left(Y_{i}\right)+\frac{1}{n^{2}}\right)\right) \\
& \leq \exp \left(\frac{e^{2} \lambda^{2}}{2}(B \log n)^{2}\left(\operatorname{Var}\left(Y_{i}\right)+\frac{1}{n^{2}}\right)\right)
\end{aligned}
$$

for any $0<\lambda<\frac{1}{2 e B \log n}$. Here in the last step, we use the fact that for $x=\lambda B \log n \leq \frac{1}{2 e}$,

$$
\sum_{k=2}^{\infty} \frac{(k x)^{k}}{k!} \stackrel{(\mathrm{i})}{\leq} \sum_{k=2}^{\infty} \frac{1}{\sqrt{2 \pi k}}(e x)^{k} \leq e^{2} x^{2} \sum_{k=0}^{\infty} \frac{1}{2^{k}}=\frac{e^{2} x^{2}}{2}
$$

where (i) follows from Stirling's formula where $\sqrt{2 \pi} k^{k+\frac{1}{2}} e^{-k} \leq k$. The above bound of the moment generating function leads naturally to a high probability control where one can apply Markov's inequality to arrive

$$
\mathbb{P}\left(\sum_{i=1}^{n} Z_{i}>t\right) \leq \min _{0<\lambda<\frac{1}{2 e B \log n}}\left\{\exp (-\lambda t) \cdot \mathbb{E}\left[\exp \left(\lambda \sum_{i=1}^{n} Z_{i}\right)\right]\right\}
$$

$$
\leq \min _{0<\lambda<\frac{1}{2 e B \log n}}\left\{\exp (-\lambda t) \cdot \exp \left(\frac{1}{2} \sum_{i=1}^{n} e^{2} \lambda^{2}(B \log n)^{2}\left(\operatorname{Var}\left(Y_{i}\right)+\frac{1}{n^{2}}\right)\right)\right\}
$$

Selecting $\lambda$ according to

$$
\lambda \asymp \min \left\{\frac{1}{B \log n}, \frac{t}{\left.\sum_{i=1}^{n}(B \log n)^{2}\left(\operatorname{Var}\left(Y_{i}\right)+\frac{1}{n^{2}}\right)\right)}\right\}
$$

it is ensured that with probability at least $1-\delta / 2$,

$$
\begin{equation*}
\sum_{i=1}^{n} Z_{i} \leq t \lesssim \max \left\{B \log n \log \frac{1}{\delta}, \sqrt{\sum_{i=1}^{n}\left(\operatorname{Var}\left(Z_{i}\right)+\left(\frac{B \log n}{n}\right)^{2}\right) \log \frac{1}{\delta}}\right\} \tag{177}
\end{equation*}
$$

Repeating the same argument above for $-Z_{i}$ shows that the above inequality holds for $\sum_{i=1}^{n}-Z_{i}$. Putting these together completes the proof of relation (167).

## C. 3 Proof of Lemma 4

Given any fixed $\theta \in \Theta$, independent of $\left\{X_{i}\right\}$, let us consider random variables $\mathbb{1}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<\frac{s \sigma}{n}\right)$ for $i \in[n]$. In view of inequality (168), $\mathbb{1}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<\frac{s \sigma}{n}\right)$ forms a set of independent Bernoulli random variables with parameter smaller than $\frac{s}{n}$. Invoking Bernstein's inequality (see, e.g. (Wainwright, 2019, Chapter 2)) ensures that

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<\frac{s \sigma}{n}\right) \leq s+\sqrt{2 s \log \frac{1}{\delta}}+2 \log \frac{1}{\delta} \tag{178}
\end{equation*}
$$

with probability at least $1-\delta$. In order to deal with random $\widehat{\theta}$, consider an $\epsilon$-cover of $\Theta$ of $\ell_{2}$-norm and denote it by $\mathcal{N}_{\epsilon}$. By virtue of the Lipschitz property of $h$, there exists some $\theta \in \mathcal{N}_{\epsilon}$ such that

$$
\left|h_{i}\left(X_{i} ; \widehat{\theta}\right)-h_{i}\left(X_{i} ; \theta\right)\right| \leq L \epsilon
$$

which implies

$$
\mathbb{1}\left(\left|h_{i}\left(X_{i} ; \widehat{\theta}\right)\right|<x_{i}\right) \leq \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<x_{i}+L \epsilon\right), \quad \text { for every } x_{i}
$$

and hence,

$$
\begin{equation*}
\sup _{\widehat{\theta} \in \Theta} \sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \widehat{\theta}\right)\right|<x_{i}\right) \leq \sup _{\theta \in \mathcal{N}_{\epsilon}} \sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<x_{i}+L \epsilon\right) \tag{179}
\end{equation*}
$$

Before diving into our main proof, let us state a key property regarding $h_{i}\left(X_{i} ; \widehat{\theta}\right)$ 's based on the above observation. In particular, select parameters

$$
x_{i}=\frac{\sigma s}{4 n}, \quad L \epsilon=\frac{\sigma}{100 n^{2}}, \quad \text { and } \quad \delta=\frac{1}{n^{11} N(\epsilon, \Theta)}
$$

Taking a union bound of (178) over the $\epsilon$-cover $\mathcal{N}_{\epsilon}$, we arrive at

$$
\begin{equation*}
\sup _{\widehat{\theta} \in \Theta} \sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \widehat{\theta}\right)\right|<\frac{s \sigma}{4 n}\right) \leq \sup _{\theta \in \mathcal{N}_{\epsilon}} \sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<\frac{s \sigma}{4 n}+L \epsilon\right) \leq \frac{s}{3}+O\left(\log N\left(\frac{\sigma}{100 n^{2}}, \Theta\right) \log n\right), \tag{180}
\end{equation*}
$$

with probability at least $1-O\left(n^{-11}\right)$. In words, for every $\hat{\theta} \in \Theta$ and $s \gtrsim \log N\left(\frac{\sigma}{100 n^{2}}, \Theta\right) \log n$, the total number of index $i$, such that $\left|h_{i}\left(X_{i} ; \widehat{\theta}\right)\right|<s \sigma /(4 n)$ is with high probability smaller than $s / 2$. It implies that,
if we rank the magnitude of $\left|h_{i}\left(X_{i} ; \widehat{\theta}\right)\right|$ from the smallest to the largest, then regardless of the value of $\widehat{\theta}$, it always holds true with probability at least $1-O\left(n^{-11}\right)$ that

$$
\begin{equation*}
\sum_{i=1}^{s} h_{(i)}^{2}\left(X_{i}, \widehat{\theta}\right) \geq \frac{s}{2} \cdot\left(\frac{s \sigma}{4 n}\right)^{2}=\frac{s^{3} \sigma^{2}}{n^{2}} \tag{181}
\end{equation*}
$$

We emphasize that (181) holds true for every $\widehat{\theta}$ and $s$, as long as $s \gtrsim \log N\left(\frac{\sigma}{100 n^{2}}, \Theta\right) \log n$.
We are now ready to establish the proof of (169). For every $\varepsilon \in \mathbb{R}^{n}$ and $\theta \in \mathcal{N}_{\epsilon}$, let us define set

$$
\mathcal{I}_{\theta}:=\left\{i:\left|h_{i}\left(X_{i} ; \theta\right)\right|<\varepsilon_{i}+L \epsilon\right\} .
$$

Then according to this definition, one naturally has

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<\varepsilon_{i}+L \epsilon\right)=\left|\mathcal{I}_{\theta}\right| \tag{182}
\end{equation*}
$$

and as well as

$$
\begin{equation*}
\sum_{i=1}^{\left|\mathcal{I}_{\theta}\right|} h_{(i)}^{2} \leq \sum_{i=1}^{\left|\mathcal{I}_{\theta}\right|}\left(\varepsilon_{i}+L \epsilon\right)^{2} \lesssim\|\varepsilon\|_{2}^{2}+\frac{\sigma^{2}}{n^{4}} \tag{183}
\end{equation*}
$$

where the last steps invokes the choice of $L \epsilon=\frac{\sigma}{100 n^{2}}$. If $\left|\mathcal{I}_{\theta}\right| \lesssim \log N\left(\frac{\sigma}{100 n^{2}}, \Theta\right) \log n$ for every $\theta \in \mathcal{N}_{\epsilon}$, then it is straightforward to see that

$$
\sup _{\widehat{\theta} \in \mathbb{B}(r)} \sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \widehat{\theta}\right)\right|<\varepsilon_{i}\right) \leq \sup _{\theta \in \mathcal{N}_{\epsilon}} \sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<\varepsilon_{i}+L \epsilon\right)=\sup _{\theta \in \mathcal{N}_{\epsilon}}\left|\mathcal{I}_{\theta}\right| \lesssim \log N\left(\frac{\sigma}{100 n^{2}}, \Theta\right) \log n
$$

Otherwise, taking collectively inequality (183) with inequality (181), one has

$$
\forall \theta \in \mathcal{N}_{\epsilon}, \quad \frac{\left|\mathcal{I}_{\theta}\right|^{3} \sigma^{2}}{n^{2}} \lesssim\|\varepsilon\|_{2}^{2}+\frac{\sigma^{2}}{n^{4}}
$$

which further implies

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<\varepsilon_{i}+L \epsilon\right)=\left|\mathcal{I}_{\theta}\right| \lesssim\left(\frac{n\|\varepsilon\|_{2}}{\sigma}\right)^{\frac{2}{3}} \tag{184}
\end{equation*}
$$

Thus, in this case, we are guaranteed that

$$
\begin{equation*}
\sup _{\widehat{\theta} \in \mathbb{B}(r)} \sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \widehat{\theta}\right)\right|<\varepsilon_{i}\right) \leq \sup _{\theta \in \mathcal{N}_{\epsilon}} \sum_{i=1}^{n} \mathbb{1}\left(\left|h_{i}\left(X_{i} ; \theta\right)\right|<\varepsilon_{i}+L \epsilon\right) \lesssim\left(\frac{n\|\varepsilon\|_{2}}{\sigma}\right)^{\frac{2}{3}} \tag{185}
\end{equation*}
$$

Putting these two cases together completes the proof of property (169).

## D Proof of Lemma 2

## D. 1 A general statement

In this section, we prove a more general version of Lemma 2 without imposing the Assumption 1. This general result reduces to Lemma 2 in the special case.

To simplify our statement, we start by introducing some auxiliary notation. Specifically, let us define

$$
\begin{equation*}
\bar{\alpha}_{t}:=\max _{k \leq t}\left\{\left\|G_{k}(0)\right\|_{2},\left\|\alpha_{k}\right\|_{2}, \frac{1}{\operatorname{poly}(n)}\right\} \tag{186a}
\end{equation*}
$$

$$
\begin{equation*}
\bar{\gamma}_{t}:=\max _{k \leq t}\left\{\left\|F_{k}(0)\right\|_{2},\left\|\gamma_{k}\right\|_{2}, \frac{1}{\operatorname{poly}(n)}\right\} \tag{186b}
\end{equation*}
$$

and we write

$$
\begin{equation*}
\mu_{t}:=\frac{\rho_{F} \rho_{G} \bar{\alpha}_{t-1}+\rho_{G} \bar{\gamma}_{t-1}}{\left\|\alpha_{t-1}\right\|_{2}}, \quad \nu_{t}:=\frac{\rho_{F} \rho_{G} \bar{\gamma}_{t}+\rho_{F} \bar{\alpha}_{t-1}}{\left\|\gamma_{t}\right\|_{2}} \tag{186c}
\end{equation*}
$$

and

$$
\begin{align*}
& \bar{\xi}_{t}:=\bar{\alpha}_{t-1}\left(\widehat{\alpha}_{t-1}^{t-1}+\rho_{F}^{2} \widehat{\gamma}_{t-1}^{t-1}+\rho_{F} \sqrt{\frac{t \log ^{2} n}{n}}\right)+\sqrt{\frac{t \log ^{2} n}{n}} \rho_{F} \rho_{G} \bar{\gamma}_{t}  \tag{186d}\\
& \bar{\zeta}_{t}:=\bar{\gamma}_{t}\left(\hat{\gamma}_{t}^{t}+\rho_{G}^{2} \widehat{\alpha}_{t-1}^{t-1}+\rho_{G} \sqrt{\frac{t \log ^{2} n}{n}}\right)+\sqrt{\frac{t \log ^{2} n}{n}} \rho_{F} \rho_{G} \bar{\alpha}_{t} \tag{186e}
\end{align*}
$$

Our goal is to establish the following claim in order to control the sizes of $\xi_{t}$ and $\zeta_{t}$. This claim is of the same form as in Claim 1.

Claim 2. There exists universal constant $0<c<1$, such that the following set of inequalities hold true

$$
\begin{align*}
& \left\|\widehat{\xi}_{t}\right\|_{2} \lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\rho_{F} \rho_{G} \bar{\gamma}_{t}+\rho_{F} \bar{\alpha}_{t-1}\right),  \tag{187a}\\
& \left\|\widehat{\zeta}_{t}\right\|_{2} \lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\rho_{F} \rho_{G} \bar{\alpha}_{t}+\rho_{G} \bar{\gamma}_{t}\right),  \tag{187b}\\
& \left|\widehat{\alpha}_{t-1}^{t-1}\right| \lesssim \sqrt{\frac{t \log ^{2} n}{n^{2}}} \rho_{1, F}\left(\rho_{F} \rho_{G} \bar{\alpha}_{t-1}+\rho_{G} \bar{\gamma}_{t-1}\right)+\rho_{F}\left(\frac{\mu_{t}^{2} t \log ^{2} n}{n}\right)^{\frac{1}{3}},  \tag{187c}\\
& \left|\widehat{\gamma}_{t}^{t}\right| \lesssim \sqrt{\frac{t \log ^{2} n}{n^{2}}} \rho_{1, G}\left(\rho_{F} \rho_{G} \bar{\gamma}_{t}+\rho_{F} \bar{\alpha}_{t-1}\right)+\rho_{G}\left(\frac{\nu_{t}^{2} t \log ^{2} n}{n}\right)^{\frac{1}{3}},  \tag{187d}\\
& \left|\widehat{\alpha}_{t-1}^{k}\right| \leq \begin{cases}(1-c)^{t-k-1}\left|\widehat{\alpha}_{\frac{t+k-k-1}{2}}^{t+1}\right| & \text { if } t-1-k=2 m, \\
(1-c)^{t-k-2} \rho_{F}^{2}\left|\widehat{\gamma}_{\frac{t+k}{2}}^{\frac{t+k}{2}}\right| & \text { if } t-1-k=2 m+1,\end{cases}  \tag{187e}\\
& \left|\widehat{\gamma}_{t}^{k}\right| \leq \begin{cases}(1-c)^{\frac{t-k}{2}}\left|\widehat{\gamma}_{\frac{t+k}{t+k}}\right| & \text { if } t-k=2 m, \\
(1-c)^{\frac{t-k}{2}} \rho_{G}^{2}\left|\widehat{\alpha}_{\frac{t+k-k-1}{2}}^{2}\right| & \text { if } t-1-k=2 m .\end{cases} \tag{187f}
\end{align*}
$$

Let us state an inductive results regarding the above Claim 2. The proof of this result is provided in Section D.2.

Lemma 6. Under the decomposition (22) with (53), the bound (187) holds for $t=1$ with probability at least $1-n^{-10}$. In addition, with probability at least $1-O\left(n^{-10}\right)$, for every $t$ satisfying

$$
\begin{equation*}
t \ll \frac{n}{\rho_{F}^{4} \rho_{G}^{4} \log ^{4} n} \tag{188}
\end{equation*}
$$

if the bound (187) and Assumption 3 below hold for $t$, then the bound (187) holds for $t+1$.
Assumption 3. For the decomposition (22) with (53), assume the following conditions hold:

- there exists some universal constant $0<c<1 / 2$, such that

$$
\begin{array}{r}
\frac{1}{n^{2}} \mathbb{E}\left[\left\|G_{t}^{\prime}\left(\widetilde{u}_{t}\right)\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}\right] \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right]<(1-2 c)^{2} \\
\frac{1}{n^{2}} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right] \mathbb{E}\left[\left\|G_{t+1}^{\prime}\left(\widetilde{u}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\gamma_{t+1}\right\|_{2}\right]<(1-2 c)^{2} \tag{190}
\end{array}
$$

- for some universal constant $0 \leq c<1$, such that

$$
\begin{align*}
& \left|\widehat{\alpha}_{t-1}^{k}\right|,\left|\widehat{\gamma}_{t}^{k}\right| \leq c^{t-k} \operatorname{poly}(n),  \tag{191a}\\
& \frac{1}{\operatorname{poly}(n)} \rho_{1, F} \bar{\alpha}_{t} \lesssim \rho_{F} \lesssim \operatorname{poly}(n) \quad \text { and } \quad \frac{1}{\operatorname{poly}(n)} \rho_{1, G} \bar{\gamma}_{t} \lesssim \rho_{G} \lesssim \operatorname{poly}(n),  \tag{191b}\\
& \rho_{G} \sum_{k=1}^{t}\left|\widehat{\alpha}_{t-1}^{k}\right| \bar{\gamma}_{t} \ll\left\|\gamma_{t}\right\|_{2} \quad \text { and } \quad \rho_{F} \sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}\right| \bar{\alpha}_{t} \ll\left\|\alpha_{t}\right\|_{2} ; \tag{191c}
\end{align*}
$$

- in addition, we assume

$$
\begin{align*}
& \rho_{F} \rho_{G}^{2} \sum_{k=1}^{t-1}\left|\widehat{\alpha}_{t-1}^{k}\right| \bar{\xi}_{k-1} \lesssim \sqrt{\frac{t \log { }^{2} n}{n}}\left(\rho_{F} \bar{\alpha}_{t-1}+\bar{\gamma}_{t}\right),  \tag{192a}\\
& \rho_{F}^{2} \rho_{G} \sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}\right| \bar{\zeta}_{k-1} \lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\rho_{G} \bar{\gamma}_{t}+\bar{\alpha}_{t}\right),  \tag{192b}\\
& \rho_{1, G} \sqrt{\frac{t \log n}{n}} \bar{\xi}_{t}+\rho_{G} \sqrt{\log n}\left(\frac{\bar{\xi}_{t}}{\left\|\gamma_{t}\right\|_{2}}\right)^{\frac{1}{3}} \ll \frac{1}{\rho_{F}},  \tag{192c}\\
& \rho_{1, F} \sqrt{\frac{t \log n}{n}} \bar{\zeta}_{t}+\rho_{F} \sqrt{\log n}\left(\frac{\bar{\zeta}_{t}}{\left\|\alpha_{t}\right\|_{2}}\right)^{\frac{1}{3}} \ll \frac{1}{\rho_{G}},  \tag{192d}\\
& \frac{1}{n} \rho_{G}\left[\sqrt{n} \rho_{1, G} \bar{\alpha}_{t-1}\left(\widehat{\alpha}_{t-1}^{t-1}+\rho_{F}^{2} \widehat{\gamma}_{t-1}^{t-1}\right)+\rho_{G} n\left(\frac{\bar{\alpha}_{t-1}\left(\hat{\alpha}_{t-1}^{t-1}+\rho_{F}^{2} \widehat{\gamma}_{t-1}^{t-1}\right)}{\left\|\gamma_{t}\right\|_{2}}\right)^{\frac{2}{3}}\right] \ll \frac{1}{\rho_{F}^{2}},  \tag{192e}\\
& \frac{1}{n} \rho_{F}\left[\sqrt{n} \rho_{1, F} \bar{\gamma}_{t}\left(\widehat{\gamma}_{t}^{t}+\rho_{G}^{2} \widehat{\alpha}_{t-1}^{t-1}\right)+\rho_{F} n\left(\frac{\bar{\gamma}_{t}\left(\hat{\gamma}_{t}^{t}+\rho_{G}^{2} \widehat{\alpha}_{t-1}^{t-1}\right)}{\left\|\alpha_{t}\right\|_{2}}\right)^{\frac{2}{3}}\right] \ll \frac{1}{\rho_{G}^{2}} . \tag{192f}
\end{align*}
$$

Remark 10. Under the Assumptions 1 and 2, and further assuming that the Claim 1 holds true at $t$, it is straightforward to verify Assumption 3. Crucially, taking $\rho_{1, F}, \rho_{1, G}=0, \rho_{F}, \rho_{G} \asymp 1$ and $\left\|\gamma_{t}\right\|_{2},\left\|\alpha_{t}\right\|_{2} \asymp 1$ helps simplify the presentations of the above formulas to a large extent.

## D. 2 Proof of Lemma 6

Before diving into the proof of Lemma 6, let us first state a few preliminaries. Throughout this proof, we condition on the event

$$
\begin{align*}
& \quad\left\|\left(\phi_{1}, \ldots, \phi_{t-1}\right)^{\top}\left(\phi_{1}, \ldots, \phi_{t-1}\right)-I_{t-1}\right\|_{\mathrm{op}} \lesssim \sqrt{\frac{t \log \frac{n}{\delta}}{n}}, \quad \text { for every } 1<t \leq n, \\
& \text { and }\left\|\frac{n}{p}\left(\psi_{1}, \ldots, \psi_{t-1}\right)^{\top}\left(\psi_{1}, \ldots, \psi_{t-1}\right)-I_{t-1}\right\|_{\mathrm{op}} \lesssim \sqrt{\frac{t \log \frac{p}{\delta}}{p}}, \quad \text { for every } 1<t \leq n, \tag{193}
\end{align*}
$$

both of which hold with probability at least $1-\delta$ according to inequalities (171) and (172b); in this proof, we shall take $\delta=n^{-11}$. In addition, the following results turn out to be essential for our analysis, whose proof is deferred to Section E.

Lemma 7. Under the assumptions (191b) - (188), the following two inequalities hold true with probability at least $1-O\left(n^{-11}\right)$ :

$$
\left\|\sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle \alpha_{t}^{k}-\sum_{j=k+1}^{t} \widehat{\gamma}_{t}^{j}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle \alpha_{j-1}^{k}\right]\right\|_{2}
$$

$$
\begin{equation*}
\lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right) \tag{194}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\|\sum_{k=1}^{t+1} b_{k}\left[\left\langle\phi_{k}, G_{t+1}\left(\widehat{s}_{t+1}\right)\right\rangle-\left\langle G_{t+1}^{\prime}\left(\widehat{s}_{t+1}\right)\right\rangle \gamma_{t+1}^{k}-\sum_{j=k}^{t} \widehat{\alpha}_{t}^{j}\left\langle G_{t+1}^{\prime}\left(\widehat{s}_{t+1}\right) \circ G_{j}^{\prime}\left(u_{j}\right)\right\rangle \gamma_{j}^{k}\right]\right\|_{2} \\
& \quad \lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\alpha}_{t+1}+\rho_{G} \bar{\gamma}_{t+1}\right) . \tag{195}
\end{align*}
$$

Initial case for $t=1$. In order to prove inequalities (187) for $t=1$, first recall the initialization condition that

$$
s_{1}=r_{1}-\epsilon=X \theta^{\star}
$$

By construction of (61) and (64a), $\phi_{1}=\theta^{\star} /\left\|\theta^{\star}\right\|_{2}$ and $\gamma_{1}^{1}=\left\|\theta^{\star}\right\|_{2}$ and hence $\xi_{1}=\widehat{\xi}_{1}=0$. In addition, since $\widehat{s}_{1}=s_{1}$, it is guaranteed that

$$
\widehat{\gamma}_{1}^{1}:=\left\langle G_{1}^{\prime}\left(\widehat{s}_{1}\right)-G_{1}^{\prime}\left(s_{1}\right)\right\rangle+\frac{1}{\left\|\gamma_{1}\right\|_{2}}\left\langle\phi_{1}, G_{1}\left(s_{1}\right)-G_{1}\left(\widehat{s}_{1}\right)\right\rangle=0 .
$$

As a result, inequalities (187a) and (187d) hold for $t=1$. The requirements for coefficient $\left|\widehat{\alpha}_{t}\right|$ naturally holds as they equal to zero when $t=0$. It suffices to establish the required result for $\left\|\widehat{\zeta}_{1}\right\|_{2}$. Towards this, by construction (63) and definition (70), we observe that

$$
\begin{aligned}
\alpha_{1}^{1} & =\left\langle G_{1}\left(s_{1}\right), a_{1}\right\rangle=\left\|G_{1}\left(s_{1}\right)\right\|_{2} \\
\zeta_{1} & =\widehat{\zeta}_{1}=b_{1}\left[\left\langle\phi_{1}, G_{1}\left(s_{1}\right)\right\rangle-\left\langle G_{1}^{\prime}\right\rangle \gamma_{1}^{1}-\alpha_{1}^{1} q_{1}^{1}\right] .
\end{aligned}
$$

To obtain a control of the right hand side of $\widehat{\zeta}_{1}$, expression (195) of Lemma 7 - whose assumptions satisfy naturally as both $\widehat{\alpha}_{0}$ and $\widehat{\gamma}_{1}^{1}$ vanish - ensures that

$$
\begin{equation*}
\left\|\widehat{\zeta}_{1}\right\|_{2}=\left|\left\langle\phi_{1}, G_{1}\left(s_{1}\right)\right\rangle-\left\langle G_{1}^{\prime}\right\rangle \gamma_{1}^{1}-\alpha_{1}^{1} q_{1}^{1}\right| \lesssim \sqrt{\frac{\log n}{n}}\left(\bar{\alpha}_{1}+\rho_{G} \bar{\gamma}_{1}\right), \tag{196}
\end{equation*}
$$

from which, we complete the proof of (187b).
Inductive relation. Suppose both Assumption 3 and the target conclusion (187) hold at the $t$-th iteration. We shall prove the inequality set (187) at the $t+1$-th iteration. First, we remark that given (187) holds at iteration $t$, decomposition (53a) leads to

$$
\begin{align*}
\left\|\xi_{t}\right\|_{2} & \leq \sum_{k=1}^{t-1}\left|\widehat{\alpha}_{t-1}^{k}\right|\left\|G_{k}\left(s_{k}\right)\right\|_{2}+\left\|\widehat{\xi}_{t}\right\|_{2} \\
& \stackrel{(i)}{\lesssim} \sum_{k=1}^{t-1}\left|\widehat{\alpha}_{t-1}^{k}\right| \cdot\left\|\alpha_{k}\right\|_{2}+\sqrt{\frac{t \log ^{2} n}{n}}\left(\rho_{F} \rho_{G} \bar{\gamma}_{t}+\rho_{F} \bar{\alpha}_{t-1}\right) \\
& \stackrel{(i i)}{\lesssim} \bar{\alpha}_{t-1}\left(\widehat{\alpha}_{t-1}^{t-1}+\rho_{F}^{2} \widehat{\gamma}_{t-1}^{t-1}+\rho_{F} \sqrt{\frac{t \log ^{2} n}{n}}\right)+\sqrt{\frac{t \log ^{2} n}{n}} \rho_{F} \rho_{G} \bar{\gamma}_{t}=: \bar{\xi}_{t} . \tag{197}
\end{align*}
$$

Here (i) invokes the relation that $\left\|G_{t}\left(s_{t}\right)\right\|_{2}=\left\|\alpha_{t}\right\|_{2}$ and the inductive assumption (187a); (ii) follows from the geometric decay of $\widehat{\alpha}_{t}^{k}$ in expression (187e). Similarly, in view of expression (53b), one has

$$
\left\|\zeta_{t}\right\|_{2} \leq \sum_{k=1}^{t} \mid \widehat{\gamma}_{t}^{k}\| \| F_{k}\left(\beta_{k}\right)\left\|_{2}+\right\| \widehat{\zeta}_{t} \|_{2}
$$

$$
\begin{align*}
& \lesssim \sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}\right| \cdot\left\|\gamma_{k}\right\|_{2}+\sqrt{\frac{t \log ^{2} n}{n}}\left(\rho_{F} \rho_{G} \bar{\alpha}_{t}+\rho_{G} \bar{\gamma}_{t}\right) \\
& \lesssim \bar{\gamma}_{t}\left(\widehat{\gamma}_{t}^{t}+\rho_{G}^{2} \widehat{\alpha}_{t-1}^{t-1}+\rho_{G} \sqrt{\frac{t \log ^{2} n}{n}}\right)+\sqrt{\frac{t \log ^{2} n}{n}} \rho_{F} \rho_{G} \bar{\alpha}_{t}=: \bar{\zeta}_{t} \tag{198}
\end{align*}
$$

In addition, we obtain in the similar fashion that

$$
\begin{align*}
\left\|\widehat{s}_{t}-u_{t}\right\|_{2} & =\left\|\sum_{k=1}^{t-1} \widehat{\alpha}_{t-1}^{k} G_{k}\left(u_{k}\right)\right\|_{2} \lesssim \bar{\alpha}_{t-1}\left(\widehat{\alpha}_{t-1}^{t-1}+\rho_{F}^{2} \widehat{\gamma}_{t-1}^{t-1}\right) \leq \bar{\xi}_{t}  \tag{199}\\
\left\|\widehat{\beta}_{t+1}-v_{t+1}\right\|_{2} & =\left\|\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(v_{k}\right)\right\|_{2} \lesssim \bar{\gamma}_{t}\left(\widehat{\gamma}_{t}^{t}+\rho_{G}^{2} \widehat{\alpha}_{t-1}^{t-1}\right) \leq \bar{\zeta}_{t} \tag{200}
\end{align*}
$$

With these control in place, let us verify the induction results for the next iteration based on Assumption 3.
D.2.1 Induction step for quantities $\left\|\widehat{\xi}_{t+1}\right\|_{2}$ and $\left\|\widehat{\zeta}_{t+1}\right\|_{2}$

Let us start by showing that expression (187a) holds at the $t+1$-th iteration. In view of expression (54a), it directly satisfies that

$$
\begin{align*}
\left\|\widehat{\xi}_{t+1}\right\|_{2} \leq & \left\|\sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle \alpha_{t}^{k}-\sum_{j=k+1}^{t} \widehat{\gamma}_{t}^{j}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle \alpha_{j-1}^{k}\right]\right\|_{2} \\
& +\left\|\mathcal{P}_{G_{t}\left(s_{t}\right)}^{\perp} \sum_{k=1}^{t} a_{k}\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle\right\|_{2}+O\left(\sqrt{\frac{t \log n}{n}}\left\|\gamma_{t+1}\right\|_{2}\right) \tag{201}
\end{align*}
$$

It is then sufficient to control the above two terms on the right accordingly. Recall that Lemma 7 ensures that

$$
\begin{align*}
& \left\|\sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle \alpha_{t}^{k}-\sum_{j=k+1}^{t} \widehat{\gamma}_{t}^{j}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle \alpha_{j-1}^{k}\right]\right\|_{2} \lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right),  \tag{202}\\
& \left\|\sum_{k=1}^{t+1} b_{k}\left[\left\langle\phi_{k}, G_{t+1}\left(\widehat{s}_{t+1}\right)\right\rangle-\left\langle G_{t+1}^{\prime}\left(\widehat{s}_{t+1}\right)\right\rangle \gamma_{t+1}^{k}-\sum_{j=k}^{t} \widehat{\alpha}_{t}^{j}\left\langle G_{t+1}^{\prime}\left(\widehat{s}_{t+1}\right) \circ G_{j}^{\prime}\left(u_{j}\right)\right\rangle \gamma_{j}^{k}\right]\right\|_{2} \lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\alpha}_{t+1}+\rho_{G} \bar{\gamma}_{t+1}\right) . \tag{203}
\end{align*}
$$

which completes the control of the first term.
Regarding the second term, recall that $\left\{a_{k}\right\}$ (defined in expression (62)) forms a set of orthonormal basis. There exists a unit vector $w \in G_{t}\left(s_{t}\right)^{\perp} \cap \operatorname{span}\left\{a_{k}\right\}$ such that

$$
\begin{align*}
\left\|\mathcal{P}_{G_{t}\left(s_{t}\right)}^{\perp} \sum_{k=1}^{t} a_{k}\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle\right\|_{2} & =w^{\top} \mathcal{P}_{G_{t}\left(s_{t}\right)}^{\perp} \sum_{k=1}^{t} a_{k}\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle \\
& =\left\langle\sum_{k=1}^{t} \omega_{k} a_{k}, \sum_{k=1}^{t} a_{k}\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle\right\rangle \tag{204}
\end{align*}
$$

where $\omega \in \mathcal{S}^{t-1}$ for $\omega_{k}=w^{\top} a_{k}$. In view of this decomposition, we remark that as stated in (73), one has

$$
\begin{equation*}
0=\left\langle\sum_{k=1}^{t} \omega_{k} a_{k}, \sum_{k=1}^{t} \alpha_{t}^{k} a_{k}\right\rangle=\left\langle\omega, \alpha_{t}\right\rangle \tag{205}
\end{equation*}
$$

In addition, there exists some $\bar{\zeta} \in \mathbb{R}^{p}$ such that

$$
\begin{align*}
\left\|\mathcal{P}_{\widehat{G}_{t}\left(s_{t}\right)}^{\perp} \sum_{k=1}^{t} a_{k}\left\langle\psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle\right\|_{2} & =\left\langle\sum_{k=1}^{t} \omega_{k} \psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle \\
& =\left\langle\sum_{k=1}^{t} \omega_{k} \psi_{k}, F_{t+1}^{\prime}\left(v_{t+1}+\bar{\zeta}\right) \circ\left(\beta_{t+1}-\widehat{\beta}_{t+1}\right)\right\rangle \\
& \leq\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}+\bar{\zeta}\right)\right\|_{2}\left\|\beta_{t+1}-\widehat{\beta}_{t+1}\right\|_{2} . \tag{206}
\end{align*}
$$

Therefore, it is enough to control the two terms on the right hand side above, which is what shall be done in the following.

- Control of $\left\|\beta_{t+1}-\widehat{\beta}_{t+1}\right\|_{2}$. Here, the size of $\bar{\zeta}$ can be bounded by

$$
\begin{equation*}
\|\bar{\zeta}\|_{2} \leq\left\|\widehat{\beta}_{t+1}-v_{t+1}\right\|_{2}+\left\|\beta_{t+1}-v_{t+1}\right\|_{2} \leq\left\|\widehat{\beta}_{t+1}-v_{t+1}\right\|_{2}+\left\|\zeta_{t}\right\|_{2} \lesssim \bar{\zeta}_{t} \tag{207}
\end{equation*}
$$

where the last relation follows from the derivations in (198) and (200). Putting the pieces above together, we arrive at

$$
\begin{equation*}
\left\|\widehat{\xi}_{t+1}\right\|_{2} \leq\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}+\bar{\zeta}\right)\right\|_{2}\left\|\beta_{t+1}-\widehat{\beta}_{t+1}\right\|_{2}+O\left(\sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right)\right) \tag{208}
\end{equation*}
$$

To further control the right hand side, recall the definitions that $\widehat{\beta}_{t+1}=v_{t+1}+\sum_{k=1}^{t} \hat{\gamma}_{t}^{k} F_{k}\left(v_{k}\right)$ and $\beta_{t+1}=v_{t+1}+\zeta_{t}=v_{t+1}+\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(\beta_{k}\right)+\widehat{\zeta}_{t}$. Therefore, we have

$$
\begin{align*}
\left\|\beta_{t+1}-\widehat{\beta}_{t+1}\right\|_{2} & \leq\left\|\widehat{\zeta}_{t}\right\|_{2}+\left\|\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k}\left(F_{k}\left(\beta_{k}\right)-F_{k}\left(v_{k}\right)\right)\right\|_{2} \\
& \leq\left\|\widehat{\zeta}_{t}\right\|_{2}+O\left(\frac{1}{\rho_{F}} \sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\bar{\alpha}_{t}\right)\right) . \tag{209}
\end{align*}
$$

Here, in the last inequality, we make the observation that

$$
\left\|\sum_{k=1}^{t} \hat{\gamma}_{t}^{k}\left(F_{k}\left(\beta_{k}\right)-F_{k}\left(v_{k}\right)\right)\right\|_{2} \leq \sum_{k=1}^{t}\left|\hat{\gamma}_{t}^{k}\right| \rho_{F}\left\|\zeta_{k-1}\right\|_{2} \leq \rho_{F} \sum_{k=1}^{t}\left|\hat{\gamma}_{t}^{k}\right| \bar{\zeta}_{k-1} \lesssim \frac{1}{\rho_{F}} \sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t}+\bar{\alpha}_{t}\right),
$$

where the last inequality follows from the assumptions (192b) and $\rho_{G} \geq 1$. Now invoking our inductive assumption (187b) and the assumption that $\rho_{F}, \rho_{G} \geq 1$, we arrive at

$$
\begin{equation*}
\left\|\beta_{t+1}-\widehat{\beta}_{t+1}\right\|_{2} \lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\rho_{F} \rho_{G} \bar{\alpha}_{t}+\rho_{G} \bar{\gamma}_{t}\right) . \tag{210}
\end{equation*}
$$

As a result, it can be concluded that
$\left\|\widehat{\xi}_{t+1}\right\|_{2}$

$$
\begin{align*}
& \leq\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}+\bar{\zeta}\right)\right\|_{2}\left(\left\|\widehat{\zeta}_{t}\right\|_{2}+O\left(\frac{1}{\rho_{F}} \sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\bar{\alpha}_{t}\right)\right)\right)+O\left(\sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right)\right) \\
& \leq\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}+\bar{\zeta}\right)\right\|_{2}\left\|\widehat{\zeta}_{t}\right\|_{2}+\rho_{F}\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k}\right\|_{2} O\left(\frac{1}{\rho_{F}} \sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t}+\bar{\alpha}_{t}\right)\right)+O\left(\sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right)\right) \\
& \leq\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}+\bar{\zeta}\right)\right\|_{2}\left\|\widehat{\zeta}_{t}\right\|_{2}+O\left(\sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right)\right), \tag{211}
\end{align*}
$$

where the last line follows since we condition on event (193).

- Control of $\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}+\bar{\zeta}\right)\right\|_{2}$. Next, we shall focus our attention on quantity $\| \sum_{k=1}^{t} \omega_{k} \psi_{k} \circ$ $F_{t+1}^{\prime}\left(v_{t+1}+\bar{\zeta}\right) \|_{2}$ with the size of $\bar{\zeta}$ bounded by (207). To begin with, the property (278a) summarized in Lemma 10 ensures

$$
\begin{align*}
& \left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ\left[F_{t+1}^{\prime}\left(v_{t+1}+\bar{\zeta}\right)-F_{t+1}^{\prime}\left(v_{t+1}\right)\right]\right\|_{2} \\
& \leq \rho_{1, F} \sqrt{\frac{t \log n}{n}}\|\bar{\zeta}\|_{2}+\rho_{F}\left(\sqrt{\frac{t \log ^{2} n}{n}}+\sqrt{\log n}\left(\frac{\|\bar{\zeta}\|_{2}}{\left\|\alpha_{t}\right\|_{2}}\right)^{\frac{1}{3}}\right) \ll \frac{1}{\rho_{G}} . \tag{212}
\end{align*}
$$

Here in the last inequality, we invoke the assumptions (188) and (192d).
Now in view of triangle's inequality, in order to bound the size of $\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}+\bar{\zeta}\right)\right\|$, it is sufficient to control the size of $\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}$. Towards this goal, we introduce the following lemma.
Lemma 8. With probability at least $1-O\left(n^{-10}\right)$, for any $\omega \in \mathcal{S}^{t-1}$, it holds that

$$
\begin{equation*}
\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right] \lesssim \sqrt{\frac{t \log ^{2} n}{n}} \rho_{F}^{2}, \tag{213a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{n}\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right] \lesssim \sqrt{\frac{t \log ^{2} n}{n}} \rho_{F}^{2} . \tag{213b}
\end{equation*}
$$

The proof of this lemma is postponed to Section F.2.
Combining (213a) with the assumption (188), which suggests $\rho_{F}^{2} \sqrt{\frac{t \log ^{2} n}{n}} \ll 1 / \rho_{G}^{2}$, we arrive at

$$
\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right] \ll \frac{1}{\rho_{G}^{2}} .
$$

Taking this collectively with (212), it is ensured that

$$
\begin{align*}
\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}+\bar{\zeta}\right)\right\|_{2} & \leq o\left(\frac{1}{\rho_{G}}\right)+\sqrt{\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right]+o\left(\frac{1}{\rho_{G}^{2}}\right)} \\
& \leq \sqrt{\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right]}+o\left(\frac{1}{\rho_{G}}\right) . \tag{214}
\end{align*}
$$

Similarly, one can also conclude that

$$
\begin{equation*}
\left\|\sum_{k=1}^{t} \mu_{k} \phi_{k} \circ G_{t}^{\prime}\left(u_{t}+\bar{\xi}\right)\right\|_{2} \leq \sqrt{\frac{1}{n} \mathbb{E}\left[\left\|G_{t}^{\prime}\left(\widetilde{u}_{t}\right)\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}\right]}+o\left(\frac{1}{\rho_{F}}\right) . \tag{215}
\end{equation*}
$$

In summary. With these properties in place, we are ready to bound $\left\|\widehat{\xi}_{t+1}\right\|_{2}$. Recall expression (211) to obtain

$$
\begin{equation*}
\left\|\widehat{\xi}_{t+1}\right\|_{2} \leq\left(\sqrt{\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right]}+o\left(\frac{1}{\rho_{G}}\right)\right)\|\widehat{\zeta}\|_{2}+O\left(\sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right)\right) \tag{216}
\end{equation*}
$$

where we make use of the relation (214). Similar to (216), one can establish the recursive relation between $\left\|\widehat{\zeta}_{t}\right\|_{2}$ and $\left\|\widehat{\xi}_{t}\right\|_{2}$ as in

$$
\left\|\widehat{\zeta}_{t}\right\|_{2} \leq\left(\sqrt{\frac{1}{n} \mathbb{E}\left[\left\|G_{t}^{\prime}\left(\widetilde{u}_{t}\right)\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}\right]}+o\left(\frac{1}{\rho_{F}}\right)\right)\left\|\widehat{\xi}_{t}\right\|_{2}+O\left(\sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\alpha}_{t}+\rho_{G} \bar{\gamma}_{t}\right)\right)
$$

Consequently, the above two relations combined together yields

$$
\begin{align*}
\left\|\widehat{\xi}_{t+1}\right\|_{2} \leq & \left(\sqrt{\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right]}+o\left(\frac{1}{\rho_{G}}\right)\right)\left(\sqrt{\frac{1}{n} \mathbb{E}\left[\left\|G_{t}^{\prime}\left(\widetilde{u}_{t}\right)\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}\right]}+o\left(\frac{1}{\rho_{F}}\right)\right) \cdot\left\|\widehat{\xi}_{t}\right\|_{2} \\
& +O\left(\sqrt{\frac{t \log ^{2} n}{n}}\left(\rho_{F} \rho_{G} \bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right)\right) \\
\leq & \left(\sqrt{\frac{1}{n^{2}} \mathbb{E}\left[\left\|G_{t}^{\prime}\left(\widetilde{u}_{t}\right)\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}\right] \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right]}+o(1)\right) \cdot\left\|\widehat{\xi}_{t}\right\|_{2}+O\left(\sqrt{\frac{t \log ^{2} n}{n}}\left(\rho_{F} \rho_{G} \bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right)\right) \\
& \leq(1-c)\left\|\widehat{\xi}_{t}\right\|_{2}+O\left(\sqrt{\frac{t \log ^{2} n}{n}}\left(\rho_{F} \rho_{G} \bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right)\right) \tag{217}
\end{align*}
$$

where the last inequality follows from the assumption (189).
Putting inequality (217) and the inductive assumption (187a) that $\left\|\widehat{\xi}_{t}\right\|_{2} \lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\rho_{F} \rho_{G} \bar{\gamma}_{t}+\rho_{F} \bar{\alpha}_{t-1}\right)$, we complete the proof of (187a) at $t+1$. Additionally, the control of $\widehat{\zeta}_{t+1}$ can be derived in a similar way, which we omit here for brevity.

## D.2.2 Induction step for quantity $\left|\widehat{\alpha}_{t}^{t}\right|$ and $\left|\widehat{\gamma}_{t+1}^{t+1}\right|$

Let us recall our definition of $\widehat{\alpha}_{t}^{t}$ in expression (52c) where

$$
\widehat{\alpha}_{t}^{t}:=\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}^{\prime}\left(\beta_{t+1}\right)\right\rangle+\frac{1}{\left\|\alpha_{t}\right\|_{2}^{2}}\left\langle\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle
$$

To establish (187c) at the $t+1$-th iteration, it is sufficient to bound the two terms on right of the above expression respectively.

To begin with, according to inequality (278c) in Lemma 10, we are ensured that

$$
\begin{aligned}
\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}^{\prime}\left(\beta_{t+1}\right)\right\rangle & \leq \frac{1}{\sqrt{n}} \rho_{1, F}\left\|\beta_{t+1}-\widehat{\beta}_{t+1}\right\|_{2}+\rho_{F}\left(\frac{t \log n}{n}+\left(\frac{\left\|\beta_{t+1}-\widehat{\beta}_{t+1}\right\|_{2}}{\left\|\alpha_{t}\right\|_{2}}\right)^{\frac{2}{3}}\right) \\
& \lesssim \sqrt{\frac{t \log ^{2} n}{n^{2}}} \rho_{1, F}\left(\rho_{F} \rho_{G} \bar{\alpha}_{t}+\rho_{G} \bar{\gamma}_{t}\right)+\rho_{F}\left(\frac{\mu_{t+1}^{2} t \log ^{2} n}{n}\right)^{\frac{1}{3}}
\end{aligned}
$$

where we invoke the relation (210) and recall that $\mu_{t+1}:=\frac{\rho_{F} \rho_{G} \bar{\alpha}_{t}+\rho_{G} \bar{\gamma}_{t}}{\left\|\alpha_{t}\right\|_{2}}$ as in expression (186c). In addition, conditioning on event (193), it is easily seen that

$$
\begin{aligned}
\frac{1}{\left\|\alpha_{t}\right\|_{2}^{2}}\left\langle\sum_{k} \alpha_{t}^{k} \psi_{k}, F_{t+1}\left(\beta_{t+1}\right)-F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle & \leq \frac{1}{\left\|\alpha_{t}\right\|_{2}^{2}}\left\|\sum_{k} \alpha_{t}^{k} \psi_{k}\right\|_{2} \cdot \rho_{F}\left\|\beta_{t+1}-\widehat{\beta}_{t+1}\right\|_{2} \\
& \lesssim \rho_{F} \frac{\left\|\beta_{t+1}-\widehat{\beta}_{t+1}\right\|_{2}}{\left\|\alpha_{t}\right\|_{2}} \lesssim \rho_{F} \sqrt{\frac{\mu_{t+1}^{2} t \log ^{2} n}{n}}
\end{aligned}
$$

Combining these two bounds establishes (187c) for $\widehat{\alpha}_{t}^{t}$. Moreover, the upper bound of $\widehat{\gamma}_{t+1}^{t+1}$ as in (187d) can be derived in a similar manner, thus is omitted here.

## D.2.3 Induction step for quantities $\left|\widehat{\alpha}_{t-1}^{k}\right|$

For $k<t$, recall the definitions in (52c) and (52a) that

$$
\begin{aligned}
\widehat{\alpha}_{t}^{k} & :=\widehat{\gamma}_{t}^{k+1}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{k+1}^{\prime}\left(v_{k+1}\right)\right\rangle \\
\widehat{\gamma}_{t+1}^{k} & :=\widehat{\alpha}_{t}^{k}\left\langle G_{t+1}^{\prime}\left(\widehat{s}_{t+1}\right) \circ G_{k}^{\prime}\left(u_{k}\right)\right\rangle
\end{aligned}
$$

When $k=t-1$, it is easily seen that $\left|\widehat{\alpha}_{t}^{t-1}\right|:=\left|\widehat{\gamma}_{t}^{t}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{t}^{\prime}\left(v_{t}\right)\right\rangle\right| \leq \rho_{F}^{2}\left|\widehat{\gamma}_{t}^{t}\right|$. So we only need to prove for $k \leq t-2$ where

$$
\begin{equation*}
\widehat{\alpha}_{t}^{k}:=\widehat{\gamma}_{t}^{k+1}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{k+1}^{\prime}\left(v_{k+1}\right)\right\rangle=\widehat{\alpha}_{t-1}^{k+1}\left\langle G_{t}^{\prime}\left(\widehat{s}_{t}\right) \circ G_{k+1}^{\prime}\left(u_{k+1}\right)\right\rangle\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{k+1}^{\prime}\left(v_{k+1}\right)\right\rangle . \tag{218}
\end{equation*}
$$

Before proceeding, let us make note of the simple relation that

$$
\begin{equation*}
\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{k+1}^{\prime}\left(v_{k+1}\right)\right\rangle \leq\left\langle F_{t+1}^{\prime}\left(v_{t+1}\right) \circ F_{k+1}^{\prime}\left(v_{k+1}\right)\right\rangle+\frac{1}{n} \rho_{F}\left\|F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{1} \tag{219}
\end{equation*}
$$

We shall bound the two parts on the right respectively as below.

- In view of Lemma 10 inequality (278b), it satisfies that

$$
\begin{align*}
\frac{1}{n} \rho_{F}\left\|F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{1} & \leq \frac{1}{n} \rho_{F}\left[\sqrt{n} \rho_{1, F}\left\|\widehat{\beta}_{t+1}-v_{t+1}\right\|_{2}+\rho_{F}\left(t \log n+n\left(\frac{\left\|\widehat{\beta}_{t+1}-v_{t+1}\right\|_{2}}{\left\|\alpha_{t}\right\|_{2}}\right)^{\frac{2}{3}}\right)\right] \\
& \lesssim \frac{1}{n} \rho_{F}\left[\sqrt{n} \rho_{1, F} \bar{\gamma}_{t}\left(\widehat{\gamma}_{t}^{t}+\rho_{G}^{2} \widehat{\alpha}_{t-1}^{t-1}\right)+\rho_{F} n\left(\frac{\bar{\gamma}_{t}\left(\widehat{\gamma}_{t}^{t}+\rho_{G}^{2} \widehat{\alpha}_{t-1}^{t-1}\right)}{\left\|\alpha_{t}\right\|_{2}}\right)^{\frac{2}{3}}\right]+\frac{t \log n \rho_{F}^{2}}{n} \tag{220}
\end{align*}
$$

where the last step follows from the inequality (200) where we proved $\left\|\widehat{\beta}_{t+1}-v_{t+1}\right\|_{2} \leq \bar{\gamma}_{t}\left(\widehat{\gamma}_{t}^{t}+\rho_{G}^{2} \widehat{\alpha}_{t-1}^{t-1}\right)$. Next, by virtue of assumptions (192f) and (188), the right hand side of inequality (220) further satisfies

$$
\begin{equation*}
\frac{1}{n} \rho_{F}\left\|F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{1} \ll \frac{1}{\rho_{G}^{2}} . \tag{221}
\end{equation*}
$$

- It is then sufficient to consider the quantity $\left\langle F_{t+1}^{\prime}\left(v_{t+1}\right) \circ F_{k+1}^{\prime}\left(v_{k+1}\right)\right\rangle$. Towards this, it is easily seen that

$$
\left\langle F_{t+1}^{\prime}\left(v_{t+1}\right) \circ F_{k+1}^{\prime}\left(v_{k+1}\right)\right\rangle \leq \frac{1}{n}\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}\left\|F_{k+1}^{\prime}\left(v_{k+1}\right)\right\|_{2}
$$

To bound the right hand side, notice that according to Lemma 8 , for every $k$, it obeys

$$
\frac{1}{n}\left\|F_{k+1}^{\prime}\left(v_{k+1}\right)\right\|_{2}^{2}-\frac{1}{n} \mathbb{E}\left[\left\|F_{k+1}^{\prime}\left(\widetilde{v}_{k+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{k}\right\|_{2}\right] \lesssim \rho_{F}^{2} \sqrt{\frac{t \log ^{2} n}{n}} \ll \frac{1}{\rho_{G}^{2}}
$$

Therefore we arrive at

$$
\begin{aligned}
\left\langle F_{t+1}^{\prime}\left(v_{t+1}\right) \circ F_{k+1}^{\prime}\left(v_{k+1}\right)\right\rangle & \leq \sqrt{\frac{1}{n^{2}}\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}\left\|F_{k+1}^{\prime}\left(v_{k+1}\right)\right\|_{2}^{2}} \\
& \leq \sqrt{\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right]+o\left(\frac{1}{\rho_{G}^{2}}\right)} \sqrt{\frac{1}{n} \mathbb{E}\left[\left\|F_{k+1}^{\prime}\left(\widetilde{v}_{k+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{k}\right\|_{2}\right]+o\left(\frac{1}{\rho_{G}^{2}}\right)}
\end{aligned}
$$

Taking the above inequality collectively with displays (219) and (221) gives us

$$
\begin{equation*}
\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{k+1}^{\prime}\left(v_{k+1}\right)\right\rangle \leq \sqrt{\frac{1}{n^{2}} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{t}\right\|_{2}\right] \mathbb{E}\left[\left\|F_{k+1}^{\prime}\left(\widetilde{v}_{k+1}\right)\right\|_{2}^{2} \mid\left\|\alpha_{k}\right\|_{2}\right]}+o\left(\frac{1}{\rho_{G}^{2}}\right) \tag{222}
\end{equation*}
$$

Similarly, one can develop a symmetric bound for $G^{\prime}$ as

$$
\begin{equation*}
\left\langle G_{t}^{\prime}\left(\widehat{s}_{t}\right) \circ G_{k+1}^{\prime}\left(u_{k+1}\right)\right\rangle \leq \sqrt{\frac{1}{n} \mathbb{E}\left[\left\|G_{t}^{\prime}\left(\widetilde{u}_{t}\right)\right\|_{2}^{2} \mid\left\|\gamma_{t}\right\|_{2}\right] \mathbb{E}\left[\left\|G_{k+1}^{\prime}\left(\widetilde{u}_{k+1}\right)\right\|_{2}^{2} \mid\left\|\gamma_{k+1}\right\|_{2}\right]}+o\left(\frac{1}{\rho_{F}^{2}}\right) \tag{223}
\end{equation*}
$$

Therefore, under assumption (189), it holds that

$$
\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{k+1}^{\prime}\left(v_{k+1}\right)\right\rangle\left\langle G_{t}^{\prime}\left(\widehat{s}_{t}\right) \circ G_{k+1}^{\prime}\left(u_{k+1}\right)\right\rangle<(1-c)^{2}
$$

As a consequence, we can establish the inductive relationship that

$$
\left|\widehat{\alpha}_{t}^{k}\right| \leq(1-c)^{2}\left|\widehat{\alpha}_{t-1}^{k+1}\right| .
$$

Invoking the above inequality recursively validates the relation (187e) at $t+1$-th step. In addition, one can prove for inequality (187f) in a similar manner.

## E Proof of Lemma 7

Let us present the proof of inequality (194) and inequality (195) can be established in the same fashion. Throughout this proof, let us condition on the event where both expressions (172a) and (172b) hold true (with $\delta$ chosen as $\max (n, p)^{-11}$ )

$$
\begin{array}{r}
\left\|\left(\phi_{1}, \ldots, \phi_{t-1}\right)^{\top}\left(\phi_{1}, \ldots, \phi_{t-1}\right)-I_{t-1}\right\|_{\mathrm{op}} \lesssim \sqrt{\frac{t \log n}{n}}, \quad \text { for every } 1<t \leq n \\
\left\|\frac{n}{p}\left(\psi_{1}, \ldots, \psi_{t-1}\right)^{\top}\left(\psi_{1}, \ldots, \psi_{t-1}\right)-I_{t-1}\right\|_{\mathrm{op}} \lesssim \sqrt{\frac{t \log p}{p}}, \quad \text { for every } 1<t \leq n \tag{224b}
\end{array}
$$

with probability at least $1-O\left(n^{-11}\right)$.
We are ready to control the norm on the left hand side of inequality (194). First, recalling that $\left\{a_{k}\right\}$ forms an orthogonal basis, therefore there exists a unit vector

$$
\begin{equation*}
\omega:=\sum_{k=1}^{t} \omega_{k} a_{k} \in \mathcal{S}^{t-1} \tag{225}
\end{equation*}
$$

- depending on the randomness of $\left\{\psi_{k}\right\}$ - such that

$$
\begin{align*}
& \left\|\sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle \alpha_{t}^{k}-\sum_{j=k+1}^{t} \widehat{\gamma}_{t}^{j}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle \alpha_{j-1}^{k}\right]\right\|_{2} \\
& =\omega^{\top} \sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle \alpha_{t}^{k}-\sum_{j=k+1}^{t} \widehat{\gamma}_{t}^{j}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle \alpha_{j-1}^{k}\right] \\
& =\left\langle\sum_{k=1}^{t} \omega_{k} \psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle \cdot \omega^{\top} \alpha_{t}-\sum_{j=1}^{t-1} \widehat{\gamma}_{t}^{j+1}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle \sum_{k=1}^{j} \omega_{k} \alpha_{j}^{k} \\
& =: \sum_{i=1}^{p} X_{i}^{0}+\sum_{i=1}^{p} X_{i}-\sum_{i=1}^{p} Y_{i}-\sum_{i=1}^{p} Z_{i} \tag{226}
\end{align*}
$$

where to simplify our presentation, we introduce the following short-hand notation

$$
\begin{equation*}
X_{i}^{0}:=\left[\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right]_{i} \tag{227a}
\end{equation*}
$$

$$
\begin{align*}
X_{i} & :=\left[\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ\left(F_{t+1}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right)\right]_{i}  \tag{227b}\\
Y_{i} & :=\frac{1}{n}\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right]_{i} \cdot \omega^{\top} \alpha_{t}  \tag{227c}\\
Z_{i} & :=\frac{1}{n} \sum_{j=1}^{t-1} \widehat{\gamma}_{t}^{j+1}\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right]_{i} \sum_{k=1}^{j} \omega_{k} \alpha_{j}^{k} . \tag{227d}
\end{align*}
$$

Here, in view of definitions in (52), we remind the readers that, in these expressions above, the parameters concerned are

$$
\begin{equation*}
\widehat{\theta}:=\left\{\omega,\left\{\alpha_{k}\right\}_{k \leq t}, \widehat{\gamma}_{t},\left\{\tau_{k}\right\}_{k \leq t+1}\right\}, \quad \text { where } \omega \in \mathcal{S}^{t-1}, \alpha_{k} \in \mathbb{R}^{k}, \widehat{\gamma}_{t} \in \mathbb{R}^{t}, \text { and } \tau_{k} \in \mathbb{R}^{s} . \tag{228}
\end{equation*}
$$

Let us point out a few properties for the above parameters:

- $\tau_{k}$ corresponds to the parameter used for defining function $F_{k}$. By assumption, $\tau_{k}$ is of finite and low dimension and $\left\|\tau_{k}\right\|_{2} \leq c$ for some universal constant;
- according to the assumption (191b), $\left\|\alpha_{k}\right\|_{2} \leq \bar{\alpha}_{t} \leq \operatorname{poly}(n)$, for every $k \leq t$;
- in view of the assumption (191a), $\left\|\widehat{\gamma}_{t}\right\|_{2}^{2}=\sum_{k=1}^{t}\left(\hat{\gamma}_{t}^{k}\right)^{2} \leq \operatorname{poly}(n) /\left(1-c^{2}\right)$.

The value of $\widehat{\theta}$ depends on the randomness in $\left\{\psi_{k}\right\}$; we collect all the possible values of $\widehat{\theta}$ to be space $\Theta$, namely,

$$
\begin{equation*}
\Theta:=\left\{\left(\omega,\left\{\alpha_{k}\right\}_{k \leq t}, \widehat{\gamma}_{t},\left\{\tau_{k}\right\}_{k \leq t+1}\right) \mid \omega \in \mathcal{S}^{t-1},\left\|\tau_{k}\right\|_{2} \leq 1,\left\|\alpha_{k}\right\|_{2} \leq \operatorname{poly}(n),\left\|\widehat{\gamma}_{t}\right\|_{2} \leq \frac{\operatorname{poly}(n)}{1-c^{2}}\right\} . \tag{229}
\end{equation*}
$$

Next, let us control the right hand side of inequality (226), which shall be done by bounding each term in the summation separately.

## E. 1 Controlling (227a)

Regarding the first term $\sum_{i=1}^{p} X_{i}^{0}$, since $(\omega, \widehat{\gamma})$ has complicated statistical dependence on the randomness of $\left\{\psi_{k}\right\}$, we find it helpful to construct an $\epsilon$-covering set $\mathcal{N}_{\epsilon}$ of the space $\mathcal{S}^{t-1}(1) \times \mathcal{S}^{t-1}(\operatorname{poly}(n))$ for $\epsilon=\frac{1}{\text { poly }(n)}$, with its cardinality satisfying

$$
\left|\mathcal{N}_{\epsilon}\right| \lesssim\left(\frac{\operatorname{poly}(n)}{\epsilon}\right)^{t}=\operatorname{poly}(n)^{t} .
$$

Before diving into the main proof, we make note of the following property

$$
\begin{align*}
\left\|F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right\|_{2} & \leq\left\|F_{t+1}(0)\right\|_{2}+\rho_{F}\left\|\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right\|_{2} \\
& \leq\left\|F_{t+1}(0)\right\|_{2}+\rho_{F} \sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}\right| \cdot\left\|F_{k}(0)\right\|_{2} \lesssim \bar{\gamma}_{t+1}, \tag{230}
\end{align*}
$$

where in the last inequality, we invoke assumption (191c) which implies $\rho_{F} \sum_{k=1}^{t}\left|\hat{\gamma}_{t}^{k}\right| \ll 1$.
Given every $\left(\omega, \widehat{\gamma}_{t}\right) \in \mathcal{S}^{t-1}(1) \times \mathcal{S}^{t-1}(\operatorname{poly}(n))$, there exists $\left(\widetilde{\omega}, \widetilde{\gamma}_{t}\right) \in \mathcal{N}_{\epsilon}$ satisfying $\|\widetilde{\omega}-\omega\|_{2}+\left\|\widetilde{\gamma}_{t}-\widehat{\gamma}_{t}\right\|_{2} \leq$ $\epsilon=\frac{1}{\operatorname{poly}(n)}$. This fact together with the Lipschitz property of function $F_{t}$ gives

$$
\begin{aligned}
& \left|\left\langle\sum_{k=1}^{t} \omega_{k} \psi_{k}, F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right\rangle-\left\langle\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k}, F_{t+1}\left(\sum_{k=1}^{t} \widetilde{\gamma}_{t}^{k} F_{k}(0)\right)\right\rangle\right| \\
& \leq\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k}\right\|_{2}\left\|F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)-F_{t+1}\left(\sum_{k=1}^{t} \widetilde{\gamma}_{t}^{k} F_{k}(0)\right)\right\|_{2}+\left\|F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right\|_{2}\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k}-\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k}\right\|_{2}
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(\mathrm{i})}{\lesssim} \sqrt{\frac{p}{n}}\left(1+\sqrt{\frac{t \log p}{p}}\right) \cdot\left(\rho_{F}\left\|\widehat{\gamma}_{t}-\widetilde{\gamma}_{t}\right\|_{2} \bar{\gamma}_{t}+\|\omega-\widetilde{\omega}\|_{2} \bar{\gamma}_{t+1}\right) \\
& \lesssim \sqrt{\frac{p}{n}}\left(1+\sqrt{\frac{t \log p}{p}}\right) \cdot \epsilon \cdot \rho_{F} \bar{\gamma}_{t+1} \lesssim \frac{1}{\operatorname{poly}(n)} \rho_{F} \bar{\gamma}_{t+1}, \tag{231}
\end{align*}
$$

with probability at least $1-O\left(n^{-11}\right)$. Here, (i) follows from the fact that we condition on the event (224). Putting things together, we arrive at

$$
\begin{aligned}
\sum_{i=1}^{p} X_{i}^{0} & =\left\langle\sum_{k=1}^{t} \omega_{k} \psi_{k}, F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right\rangle \\
& \leq \sup _{(\widetilde{\omega}, \widetilde{\gamma}) \in \mathcal{N}_{\epsilon}}\left\langle\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k}, F_{t+1}\left(\sum_{k=1}^{t} \widetilde{\gamma}_{t}^{k} F_{k}(0)\right)\right\rangle+\frac{1}{\operatorname{poly}(n)} \rho_{F} \bar{\gamma}_{t+1}
\end{aligned}
$$

To further control the right hand side above, let us make note of the following two observations that (i) $\left\langle\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k}, F_{t+1}\left(\sum_{k=1}^{t} \widetilde{\gamma}_{t}^{k} F_{k}(0)\right)\right\rangle$ is stochastically dominated by $\mathcal{N}\left(0, \frac{\bar{\gamma}_{t+1}^{2}}{n}\right)$ and (ii) the standard concentration result (see, e.g. (Wainwright, 2019, Exercise 2.12)).

$$
\begin{equation*}
\mathbb{P}\left(\sup _{i \in[k]} X_{i}-\sqrt{2 \sigma^{2} \log k} \geq t\right) \leq 2 e^{-\frac{t^{2}}{2 \sigma^{2}}} \tag{232}
\end{equation*}
$$

for $X_{i} \stackrel{\text { i.i.d }}{\sim} \mathcal{N}\left(0, \sigma^{2}\right)$. Consequently, we conclude that

$$
\begin{equation*}
\sum_{i=1}^{n} X_{i}^{0} \lesssim \sqrt{\frac{t \log (n)}{n}} \bar{\gamma}_{t+1}+\frac{1}{\operatorname{poly}(n)} \rho_{F} \bar{\gamma}_{t+1} \tag{233}
\end{equation*}
$$

with probability at least $1-O\left(n^{-11}\right)$.

## E. 2 Controlling the remaining terms

For notational simplicity, if we concatenate $\left\{\psi_{k}\right\}_{k=1}^{t}$ into matrix $\Psi$, namely,

$$
\begin{equation*}
\Psi:=\left[\psi_{1}, \ldots, \psi_{t}\right] \in \mathbb{R}^{p \times t}, \quad \text { where } \psi_{k} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{1}{n} I_{p}\right) \tag{234}
\end{equation*}
$$

it suffices to control the summation of the remaining three terms as

$$
\begin{equation*}
H(\Psi ; \widehat{\theta}):=\sum_{i=1}^{p} X_{i}-\sum_{i=1}^{p} Y_{i}-\sum_{i=1}^{p} Z_{i} \tag{235}
\end{equation*}
$$

For any fixed parameter $\theta \in \Theta$ and fixed $i \in[p]$, it is easily seen from definitions (227), random vector $\left(X_{i}, Y_{i}, Z_{i}\right)$ only depends on the $i$-th row of $\Psi$ matrix, namely, $\left[\psi_{k, i}\right]_{k=1}^{t}$, which implies that $\left\{\left(X_{i}, Y_{i}, Z_{i}\right)\right\}_{i=1}^{p}$ are independent for different $i$. In addition, in view of Stein's lemma of Gaussian random vectors - which ensures $\mathbb{E}_{X \sim \mathcal{N}(0,1)}[X f(X)]=\mathbb{E}_{X \sim \mathcal{N}(0,1)}\left[f^{\prime}(X)\right]$ - one can verify

$$
\begin{equation*}
\mathbb{E}[H(\Psi ; \theta)]=0 \tag{236}
\end{equation*}
$$

However, the above property holds only when $\theta$ is held as a fixed vector, independent of $\left\{\psi_{k}\right\}$. When a random $\widehat{\theta}$ is concerned, due to the statistical dependence between $\widehat{\theta}$ and ( $X_{i}, Y_{i}, Z_{i}$ )'s, the mean zero property does not hold anymore.

On the high level, to control $H(\Psi ; \widehat{\theta})$, the idea is to invoke Lemma 3 to bound $H(\Psi ; \theta)$ for each fixed $\theta \in \Theta$, which is achieved via Step 1-3 below. In Step 4, we develop a uniform control of $H(\Psi ; \theta)$ over the space $\Theta$ in order to deal with the statistical dependence involved in $\widehat{\theta}$.

In order to apply Lemma 3, it boils down to computing the variance of $H(\Psi ; \theta)$ and validating the property (166), as shall be done as follows.

Step 1: variances control. We claim that for every fixed $\theta \in \Theta$ (independent of $\left\{\psi_{k}\right\}$ ), the variance terms satisfy the following relations respectively

$$
\begin{align*}
& \sum_{i=1}^{p} \operatorname{Var}\left(X_{i}\right) \lesssim \frac{\log n}{n}\left(\bar{\gamma}_{t+1}^{2}+\rho_{F}^{2} \bar{\alpha}_{t}^{2}\right)  \tag{237a}\\
& \sum_{i=1}^{p} \operatorname{Var}\left(Y_{i}\right) \lesssim \frac{\rho_{F}^{2}}{n^{2}}\left\|\alpha_{t}\right\|_{2}^{2}  \tag{237b}\\
& \sum_{i=1}^{p} \operatorname{Var}\left(Z_{i}\right) \lesssim \frac{\rho_{F}^{2}}{n^{2}}\left\|\alpha_{t}\right\|_{2}^{2} \tag{237c}
\end{align*}
$$

Given the above relations, the variance of $H(\Psi ; \theta)$ satisfies

$$
\operatorname{var}(H(\Psi ; \theta)) \lesssim \frac{\log n}{n}\left(\bar{\gamma}_{t+1}^{2}+\rho_{F}^{2} \bar{\alpha}_{t}^{2}\right)
$$

Let us establish these three claims respectively. We remark that throughout this step, $\theta$ should always be viewed as a fixed constant that does not dependent on any randomness of the problem. With a slight abuse of notation, we still write parameters such as $\alpha_{t}, \widehat{\beta}_{t}, \widehat{\gamma}_{t}$, but here they should be understood as fixed parameters.

- First, by noticing $\left|F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right| \leq \rho_{F}$ and $\left|\omega^{\top} \alpha_{t}\right| \leq\left\|\alpha_{t}\right\|_{2}$, we obtain

$$
\sum_{i=1}^{p} \operatorname{Var}\left(Y_{i}\right) \leq \frac{1}{n^{2}} \sum_{i=1}^{p} \mathbb{E}\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right]_{i}^{2}\left\|\alpha_{t}\right\|_{2}^{2} \lesssim \frac{\rho_{F}^{2}}{n}\left\|\alpha_{t}\right\|_{2}^{2}
$$

which establishes relation (237b).

- In terms of the relation (237c), for each fixed $\theta \in \Theta$, we remind the readers that $\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right]_{i}$ are independent of each other. This fact leads to

$$
\begin{aligned}
\sqrt{\sum_{i=1}^{p} \operatorname{Var}\left(Z_{i}\right)} & =\frac{1}{n} \sqrt{\sum_{i=1}^{p} \operatorname{Var}\left(\sum_{j=1}^{t-1}\left(\sum_{k=1}^{j} \omega_{k} \alpha_{j}^{k}\right) \cdot \widehat{\gamma}_{t}^{j+1}\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right]_{i}\right)} \\
& =\frac{1}{n} \sqrt{\operatorname{Var}\left(\sum_{j=1}^{t-1}\left(\sum_{k=1}^{j} \omega_{k} \alpha_{j}^{k}\right) \cdot \widehat{\gamma}_{t}^{j+1} \sum_{i=1}^{p}\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right]_{i}\right)} \\
& =\frac{1}{n} \sqrt{\mathbb{E}\left[\sum_{j=1}^{t-1}\left(\sum_{k=1}^{j} \omega_{k} \alpha_{j}^{k}\right) \cdot \widehat{\gamma}_{t}^{j+1} \sum_{i=1}^{p}\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right]_{i}-\mathbb{E}\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right]_{i}\right]^{2}} \\
& \leq \frac{1}{n} \sum_{j=1}^{t-1}\left|\sum_{k=1}^{j} \omega_{k} \alpha_{j}^{k} \cdot \widehat{\gamma}_{t}^{j+1}\right| \sqrt{\mathbb{E}\left[\sum_{i=1}^{p}\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right]_{i}-\mathbb{E}\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right]_{i}\right]^{2}}
\end{aligned}
$$

where the last used the basic property that $\sqrt{\mathbb{E}\left[\sum_{i} X_{i}\right]^{2}} \leq \sum_{i} \sqrt{\mathbb{E}\left[X_{i}^{2}\right]}$. To avoid confusion, we remind the readers that the parameters here are treated as fixed and independent of the randomness in the problem. Now, in view of the basic inequality $\left|\sum_{k=1}^{j} \omega_{k} \alpha_{j}^{k}\right| \leq\left\|\alpha_{j}\right\|_{2}$, we can further bound

$$
\begin{align*}
\sqrt{\sum_{i=1}^{p} \operatorname{Var}\left(Z_{i}\right)} & \leq \frac{1}{n} \sum_{j=1}^{t-1}\left|\widehat{\gamma}_{t}^{j+1}\right| \cdot\left\|\alpha_{j}\right\|_{2} \sqrt{\mathbb{E}\left\|F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\|_{2}^{2}} \\
& \leq \frac{1}{n} \sum_{j=1}^{t-1}\left|\widehat{\gamma}_{t}^{j+1}\right|\left\|\alpha_{j}\right\|_{2} \rho_{F}^{2} \lesssim \frac{\rho_{F}}{n}\left\|\alpha_{t}\right\|_{2} \tag{238}
\end{align*}
$$

where the last inequality invokes the assumption (191c). This completes the proof of inequality (237c).

- When it comes to the inequality (237a), basic inequality ensures that

$$
\sum_{i=1}^{p} \operatorname{Var}\left(X_{i}\right) \lesssim \sum_{i=1}^{p} \operatorname{Var}\left(X_{i}^{0}+X_{i}\right)+\sum_{i=1}^{p} \operatorname{Var}\left(X_{i}^{0}\right)
$$

We shall compute these two terms on the right respectively. Note that for fixed $\omega \in \mathcal{S}^{t-1}$ independent of $\left\{\psi_{k}\right\}, \sum_{k} \omega_{k} \psi_{k} \sim \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$, therefore

$$
\sum_{i=1}^{p} \operatorname{Var}\left(X_{i}^{0}\right) \leq \mathbb{E}\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right\|_{2}^{2}=\frac{1}{n}\left\|F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right\|_{2}^{2} \lesssim \frac{1}{n} \bar{\gamma}_{t+1}^{2}
$$

where the last inequality makes use of (230).
Lemma 9. Under the assumptions of Lemma 7, it satisfies

$$
\begin{equation*}
\sum_{i=1}^{p} \operatorname{Var}\left(X_{i}^{0}+X_{i}\right) \lesssim \frac{\log n}{n}\left(\bar{\gamma}_{t+1}^{2}+\rho_{F}^{2} \bar{\alpha}_{t}^{2}\right) \tag{239}
\end{equation*}
$$

The proof of this result is postponed to Section F.3.
Putting these pieces together proves the claimed result in inequality (237a).
Step 2: sizes control. To apply Lemma 3, one needs to check condition (166). Since the zero mean condition holds as in (236), it only requires us to provide a high probability control on the size of $H(\Psi, \theta)$ for each $\theta \in \Theta$. In the following, we bound the sizes of $X_{i}, Y_{i}$ and $Z_{i}$ respectively.

- By definition of $X_{i}$ in expression (227b), we claim that

$$
\begin{align*}
\left|X_{i}\right| & \leq\left|\sum_{k=1}^{t} \omega_{k} \psi_{k, i}\right| \cdot\left|F_{t+1}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right|_{i} \\
& \lesssim \sqrt{\frac{\log \frac{1}{\delta}}{n}} \cdot \rho_{F} \sqrt{\frac{\log \frac{1}{\delta}}{n}}\left\|\alpha_{t}\right\|_{2} \lesssim \frac{\log \frac{1}{\delta}}{n} \rho_{F} \bar{\alpha}_{t} \tag{240}
\end{align*}
$$

with probability at least $1-\delta$, for every $\delta \lesssim \frac{1}{t}$.
In order to see this, first notice that for every $k \geq 1$ and $t \leq n, v_{k} \sim \mathcal{N}\left(0, \frac{\left\|\alpha_{k-1}\right\|_{2}^{2}}{n}\right)$ and $\sum_{k=1}^{t} \omega_{k} \psi_{k, i} \sim$ $\mathcal{N}\left(0, \frac{1}{n}\right)$. Standard concentration inequality ensures that

$$
\left|\sum_{k=1}^{t} \omega_{k} \psi_{k, i}\right| \lesssim \sqrt{\frac{\log \frac{1}{\delta}}{n}} \quad \text { and }\left\|v_{k}\right\|_{\infty} \lesssim\left\|\alpha_{k-1}\right\|_{2} \sqrt{\frac{\log \frac{1}{\delta}}{n}}
$$

with probability at least $1-\delta$. In addition, taking the Lipschitz property of $F_{t+1}$ together with the above concentration results ensures

$$
\begin{aligned}
\left|F_{t+1}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right|_{i} & \leq \rho_{F}\left|\widehat{\beta}_{t+1}-\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right|_{i} \\
& =\rho_{F}\left|v_{t+1}+\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(v_{k}\right)-\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right|_{i} \\
& \lesssim \rho_{F} \sqrt{\frac{\log \frac{1}{\delta}}{n}}\left[\left\|\alpha_{t}\right\|_{2}+\rho_{F} \sum_{k=1}^{t} \widehat{\gamma}_{t}^{k}\left\|\alpha_{k-1}\right\|_{2}\right]
\end{aligned}
$$

$$
\begin{equation*}
\lesssim \rho_{F} \sqrt{\frac{\log \frac{1}{\delta}}{n}} \bar{\alpha}_{t} \tag{241}
\end{equation*}
$$

with probability at least $1-\delta$. Here the last inequality uses the definition (186a) and the condition (191c), Putting everything together completes the proof of (240).

- As for $Y_{i}$, in view of the definition $(227 \mathrm{c})$, some direct algebra leads to

$$
\left|Y_{i}\right|=\left|\frac{1}{n}\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right]_{i} \cdot \omega^{\top} \alpha_{t}\right| \leq \frac{1}{n}\left\|F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\|_{\infty}\left\|\alpha_{t}\right\|_{2} \leq \frac{\rho_{F}}{n}\left\|\alpha_{t}\right\|_{2}
$$

- Regarding $Z_{i}$, it is easily seen that

$$
\begin{aligned}
\left|Z_{i}\right| & =\left|\frac{1}{n} \sum_{j=1}^{t-1} \widehat{\gamma}_{t}^{j+1}\left[F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right]_{i} \sum_{k=1}^{j} \omega_{k} \alpha_{j}^{k}\right| \\
& \leq \frac{1}{n} \sum_{j=1}^{t-1}\left|\widehat{\gamma}_{t}^{j+1}\right| \cdot\left\|F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\|_{\infty}\left\|\alpha_{j}\right\|_{2} \leq \frac{\rho_{F}^{2}}{n} \sum_{j=1}^{t-1}\left|\widehat{\gamma}_{t}^{j+1}\right|\left\|\alpha_{j}\right\|_{2} \lesssim \frac{\rho_{F}}{n}\left\|\alpha_{t}\right\|_{2}
\end{aligned}
$$

where the last inequality follows from the condition $\rho_{F} \sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}\right| \ll 1$.
Combining the pieces above, we are ensured that

$$
\begin{equation*}
\mathbb{P}\left(\left|X_{i}\right|+\left|Y_{i}\right|+\left|Z_{i}\right| \lesssim \frac{\rho_{F} \bar{\alpha}_{t}}{n} \log \frac{1}{\delta}\right) \geq 1-\delta \tag{242}
\end{equation*}
$$

Step 3: Putting everything together. Equipped with the above variances control and sizes control, a direct application of Lemma 3 yields that for each $\theta \in \Theta$ independent of the problem randomnesses,

$$
\begin{equation*}
|H(\Psi ; \theta)|=\left|\sum_{i=1}^{p} X_{i}-\sum_{i=1}^{p} Y_{i}-\sum_{i=1}^{p} Z_{i}\right| \lesssim \sqrt{\frac{\log n \log \frac{1}{\delta}}{n}}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right) \tag{243}
\end{equation*}
$$

with probability at least $1-\delta$.
Step 4: a covering argument. Thus far, we have established an upper bound for $|H(\Psi ; \theta)|$ regarding any fixed $\theta \in \Theta$. In the following, we aim to develop a control of $|H(\Psi ; \theta)|$ uniformly over the space $\Theta$ via a standard covering argument in addition to a uniform bound. A direct covering of space $\Theta$ requires a covering number of order $O\left(\left(\frac{1}{\epsilon}\right)^{t^{2}}\right)$, which leads to a squared dependence of $t$ in expression (194). Next, we show that it is sufficient to construct a set of cardinality $O\left(\left(\frac{1}{\epsilon}\right)^{t \log n}\right)$, where function $H(\Psi ; \cdot)$ lies at most $\epsilon$ apart from each other. Implementing this idea leads to the right dependence of $t$ in expression (194).

Before proceeding, let us denote $\mathcal{M}_{\epsilon}$ as an $\epsilon$-net for a subset of $\Theta$ (referred to as $\Theta_{0}$ ) where

$$
\begin{equation*}
\Theta_{0}:=\left\{\left(\omega,\left\{\alpha_{k}\right\}_{k \leq t}, \widetilde{\gamma}_{t},\left\{\tau_{k}\right\}_{k \leq t+1}\right) \mid \text { for every }\left(\omega,\left\{\alpha_{k}\right\}_{k \leq t}, \widehat{\gamma}_{t},\left\{\tau_{k}\right\}_{k \leq t+1}\right) \in \Theta\right\} \tag{244}
\end{equation*}
$$

where for each $k \leq t$,

$$
\widetilde{\gamma}_{t}^{k}= \begin{cases}0, & \text { for } k \leq t-O(\log n)  \tag{245}\\ \widehat{\gamma}_{t}^{k} & \text { o.w. }\end{cases}
$$

In words, $\Theta_{0}$ stands for the subset of $\Theta$ where the corresponding $\widehat{\gamma}_{t}$ is restricted to have zero entries except for the last $O(\log n)$ coordinates, namely, $\widehat{\gamma}_{t}^{k}=0$ for $k \leq t-O(\log n)$. For every $\widehat{\theta}=\left(\omega,\left\{\alpha_{k}\right\}_{k \leq t}, \widehat{\gamma}_{t},\left\{\tau_{k}\right\}_{k \leq t+1}\right) \in$ $\Theta$, assumption (191a) ensures that $\left|\widehat{\gamma}_{t}^{k}\right| \leq \epsilon$ for $k \leq t-O(\log n)$. Therefore, there exists some $\widetilde{\theta} \in \mathcal{M}_{\epsilon}$ with

$$
\widetilde{\theta}:=\left(\widetilde{\omega},\left\{\widetilde{\alpha}_{k}\right\}_{k \leq t}, \widetilde{\gamma}_{t},\left\{\widetilde{\tau}_{k}\right\}_{k \leq t+1}\right)
$$

such that $\|\omega-\widetilde{\omega}\|_{2} \leq \epsilon$, and for every $k,\left\|\alpha_{k}-\widetilde{\alpha}_{k}\right\|_{2} \leq \epsilon,\left\|\tau_{k}-\widetilde{\tau}_{k}\right\|_{2} \leq \epsilon$ and $\left|\widehat{\gamma}_{t}^{k}-\widetilde{\gamma}_{t}^{k}\right| \leq \epsilon$. We claim that

$$
\begin{equation*}
|H(\Psi ; \widehat{\theta})-H(\Psi ; \widetilde{\theta})| \lesssim \frac{t \log ^{2} n}{n}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right) \tag{246}
\end{equation*}
$$

Let us take inequality (246) as given for the moment and come back to its proof after establishing our main result. It turns out that given the structure of $\Theta_{0}$, it is sufficient to consider a subset $\Theta_{0}^{\prime} \subset \Theta_{0}$ where the corresponding $\alpha_{k}=0 \in \mathbb{R}^{k}$ for $k \leq t-O(\log n)$. More specifically, define set

$$
\begin{equation*}
\Theta_{0}^{\prime}:=\left\{\widetilde{\theta}^{\prime}=\left(\widetilde{\omega}^{\prime},\left\{\widetilde{\alpha}_{k}^{\prime}\right\}_{k \leq t}, \widetilde{\gamma}_{t}^{\prime},\left\{\widetilde{\tau}_{k}^{\prime}\right\}_{k \leq t+1}\right) \in \Theta_{0} \mid \text { for every } \tilde{\theta}=\left(\widetilde{\omega},\left\{\widetilde{\alpha}_{k}\right\}_{k \leq t}, \widetilde{\gamma}_{t},\left\{\widetilde{\tau}_{k}\right\}_{k \leq t+1}\right) \in \mathcal{M}_{\epsilon}\right\} \tag{247}
\end{equation*}
$$

where

$$
\begin{gathered}
\widetilde{\omega}^{\prime}=\widetilde{\omega}, \widetilde{\gamma}_{t}^{\prime}=\widetilde{\gamma}_{t}, \widetilde{\tau}_{k}^{\prime}=\widetilde{\tau}_{k}, \forall k \leq t+1 \\
\widetilde{\alpha}_{k}^{\prime}=0 \in \mathbb{R}^{k} \text { for } k \leq t-O(\log n), \quad \widetilde{\alpha}_{k}^{\prime}=\widetilde{\alpha}_{k} \text { for } t-O(\log n) \leq k \leq t
\end{gathered}
$$

Given a $\widetilde{\theta}$ and $\widetilde{\theta}^{\prime}$ pair, since the corresponding $\widetilde{\gamma}_{t}^{k}=\widetilde{\gamma}_{t}^{\prime k}=0$, we are guaranteed that

$$
\begin{equation*}
\widetilde{\beta}_{t+1}:=v_{t+1}+\sum_{k=1}^{t} \widetilde{\gamma}_{t}^{k} F_{k}\left(v_{k}\right)=v_{t+1}+\sum_{k=t-O(\log n)}^{t} \widetilde{\gamma}_{t}^{\prime k} F_{k}\left(v_{k}\right)=\widetilde{\beta}_{t+1}^{\prime} \tag{248}
\end{equation*}
$$

as $v_{k+1}$ is determined by $\alpha_{k} \in \mathbb{R}^{k}$. In addition, in view of the definition of $H$ function (cf. (235)), the corresponding $H$ functions have the same value as

$$
\begin{equation*}
H(\Psi ; \widetilde{\theta})=H\left(\Psi ; \widetilde{\theta}^{\prime}\right) \tag{249}
\end{equation*}
$$

These observations imply that it is enough to restrict to set $\Theta_{0}^{\prime}$ when consider a covering for function $H(\Psi ; \theta)$. By construction, the cardinality of $\Theta_{0}^{\prime}$ equals to

$$
\begin{equation*}
\left|\Theta_{0}^{\prime}\right| \lesssim\left(\frac{1}{\epsilon}\right)^{t \log n} \tag{250}
\end{equation*}
$$

which yields a much small size compared to $\left|\mathcal{M}_{\epsilon}\right|$.
Armed with the properties above, we are ready to control $\sup _{\theta \in \Theta} H(\Psi ; \theta)$. Specifically, as a consequence of relation (246), we find that

$$
\begin{aligned}
\sup _{\theta \in \Theta} H(\Psi ; \theta) & \leq \sup _{\widetilde{\theta} \in \mathcal{M}_{\epsilon}} H(\Psi ; \widetilde{\theta})+C \frac{t \log ^{2} n}{n}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right) \\
& =\sup _{\tilde{\theta}^{\prime} \in \Theta_{0}^{\prime}} H\left(\Psi ; \widetilde{\theta}^{\prime}\right)+C \frac{t \log ^{2} n}{n}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right)
\end{aligned}
$$

for some universal constant $C$. Here the last equality follows from property (249). Now in order to control quantity $\sup _{\widetilde{\theta}^{\prime} \in \Theta_{0}^{\prime}} H\left(\Psi ; \widetilde{\theta}^{\prime}\right)$, recall that we have shown that for every fixed $\theta \in \Theta$, (243) holds true with probability at least $1-\delta$. Now setting $\delta=n^{-11} \epsilon^{t \log n}$ and taking a uniform bound over $\left|\Theta_{0}^{\prime}\right|$ ensure

$$
\begin{equation*}
\sup _{\tilde{\theta}^{\prime} \in \Theta_{0}^{\prime}} H\left(\Psi ; \widetilde{\theta}^{\prime}\right) \lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right) \tag{251}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\sup _{\theta \in \Theta} H(\Psi ; \theta) \leq \sup _{\widetilde{\theta} \in \mathcal{M}_{\epsilon}} H(\Psi ; \widetilde{\theta})+C \frac{t \log ^{2} n}{n}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right) \lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right) \tag{252}
\end{equation*}
$$

with probability at least $1-O\left(n^{-11}\right)$.

In summary. Putting together inequality (226) with (233) and (252), we conclude that

$$
\begin{aligned}
& \sup _{\theta \in \Theta}\left\|\sum_{k=1}^{t} a_{k}\left[\left\langle\psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle \alpha_{t}^{k}-\sum_{j=k+1}^{t} \widehat{\gamma}_{t}^{j}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle \alpha_{j-1}^{k}\right]\right\|_{2} \\
& \leq \sup _{\theta \in \Theta} \sum_{i=1}^{p} X_{i}^{0}+\sum_{i=1}^{p} X_{i}-\sum_{i=1}^{p} Y_{i}-\sum_{i=1}^{p} Z_{i} \\
& \leq \sup _{\theta \in \Theta} \sum_{i=1}^{p} X_{i}^{0}+\sup _{\theta \in \Theta} H(\Psi ; \theta) \\
& \lesssim \sqrt{\frac{t \log ^{2} n}{n}}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right)
\end{aligned}
$$

with probability at least $1-O\left(n^{-11}\right)$. Thus, we complete the proof of the targeted bound (194).

## E. 3 Other auxiliary details for Lemma 7

Proof of inequality (246). Let us begin by considering quantity $\sum_{i=1}^{p}\left(X_{i}-\widetilde{X}_{i}\right)$ with $X_{i}$ and $\widetilde{X}_{i}$ associated with $\widehat{\theta}$ and $\widetilde{\theta}$ respectively. Here $\widehat{\theta}=\left(\omega,\left\{\alpha_{k}\right\}_{k \leq t}, \widehat{\gamma}_{t},\left\{\tau_{k}\right\}_{k \leq t+1}\right)$ and $\widetilde{\theta}=\left(\widetilde{\omega},\left\{\widetilde{\alpha}_{k}\right\}_{k \leq t}, \widetilde{\gamma}_{t},\left\{\widetilde{\tau}_{k}\right\}_{k \leq t+1}\right)$ satisfy

$$
\|\omega-\widetilde{\omega}\|_{2} \leq \epsilon
$$

and for every $k$,

$$
\left\|\alpha_{k}-\widetilde{\alpha}_{k}\right\|_{2} \leq \epsilon, \quad\left\|\tau_{k}-\widetilde{\tau}_{k}\right\|_{2} \leq \epsilon, \quad\left|\widehat{\gamma}_{t}^{k}-\widetilde{\gamma}_{t}^{k}\right| \leq \epsilon
$$

We aim to show that

$$
\begin{equation*}
\sum_{i=1}^{p}\left(X_{i}-\widetilde{X}_{i}\right) \lesssim \frac{1}{\operatorname{poly}(n)} \rho_{F}\left(\bar{\alpha}_{t}+\bar{\gamma}_{t+1}\right) \asymp \frac{1}{\operatorname{poly}(n)}\left(\rho_{F} \bar{\alpha}_{t}+\bar{\gamma}_{t+1}\right) \tag{253}
\end{equation*}
$$

As already shown by inequality (231), for every $\left(\omega, \widehat{\gamma}_{t}\right)$ and $\left(\widetilde{\omega}, \widetilde{\gamma}_{t}\right)$ pairs satisfying $\|\widetilde{\omega}-\omega\|_{2}+\left\|\widetilde{\gamma}_{t}-\widehat{\gamma}_{t}\right\|_{2} \leq$ $\epsilon=\frac{1}{\operatorname{poly}(n)}$, one has

$$
\begin{equation*}
\left|\left\langle\sum_{k=1}^{t} \omega_{k} \psi_{k}, F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right\rangle-\left\langle\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k}, F_{t+1}\left(\sum_{k=1}^{t} \widetilde{\gamma}_{t}^{k} F_{k}(0)\right)\right\rangle\right| \lesssim \frac{1}{\operatorname{poly}(n)} \rho_{F} \bar{\gamma}_{t+1} \tag{254}
\end{equation*}
$$

Similarly, the Lipschitz property of function $F_{t}$ ensures that

$$
\begin{align*}
& \left|\left\langle\sum_{k=1}^{t} \omega_{k} \psi_{k}, F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k}, F_{t+1}\left(\widetilde{\beta}_{t+1}\right)\right\rangle\right| \\
& \leq\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k}\right\|_{2}\left\|F_{t+1}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}\left(\widetilde{\beta}_{t+1}\right)\right\|_{2}+\left\|F_{t+1}\left(\widetilde{\beta}_{t+1}\right)\right\|_{2}\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k}-\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k}\right\|_{2} \\
& \stackrel{\text { (i) }}{\lesssim} \frac{p}{n}\left(1+\sqrt{\frac{t \log p}{p}}\right)\left(\rho_{F}\left\|\widehat{\beta}_{t+1}-\widetilde{\beta}_{t+1}\right\|_{2}+\left\|F_{t+1}\left(\widetilde{\beta}_{t+1}\right)\right\|_{2}\|\omega-\widetilde{\omega}\|_{2}\right)  \tag{255}\\
& \lesssim \frac{1}{\operatorname{poly}(n)} \rho_{F} \bar{\alpha}_{t} . \tag{256}
\end{align*}
$$

Here (i) follows from the event (224) and we leave the proof of (256) to the end of this step. Putting these two relations together yields the claimed bound in (253).

Regarding quantity $\sum_{i=1}^{p}\left(Y_{i}-\widetilde{Y}_{i}\right)$, some direct algebra shows that

$$
\begin{aligned}
\left|\sum_{i=1}^{p}\left(Y_{i}-\widetilde{Y}_{i}\right)\right| & =\left|\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle \cdot \widehat{\omega}^{\top} \widehat{\alpha}_{t}-\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right)\right\rangle \cdot \widetilde{\omega}^{\top} \widetilde{\alpha}_{t}\right| \\
& \leq\left|\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle\right| \cdot\left|\widehat{\omega}^{\top} \widehat{\alpha}_{t}-\widetilde{\omega}^{\top} \widetilde{\alpha}_{t}\right|+\left|\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right)\right\rangle\right| \cdot\left|\widetilde{\omega}^{\top} \widetilde{\alpha}_{t}\right| \\
& \leq \rho_{F} \cdot\left(\left\|\widehat{\alpha}_{t}-\widetilde{\alpha}_{t}\right\|_{2}+\|\widehat{\omega}-\widetilde{\omega}\|_{2}\right)+\left|\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right)\right\rangle\right| \cdot\left\|\widetilde{\alpha}_{t}\right\|_{2} .
\end{aligned}
$$

In order to bound the right hand side above, Lemma 10 provides an upper bound of quantity $\mid\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle-$ $\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right)\right\rangle \mid$ in expression (277b). Taking this upper bound together with the fact that $\left\|\widehat{\alpha}_{t}-\widetilde{\alpha}_{t}\right\|_{2},\|\widehat{\omega}-\widetilde{\omega}\|_{2} \leq$ $\epsilon$, we obtain

$$
\begin{align*}
\left|\sum_{i=1}^{p}\left(Y_{i}-\widetilde{Y}_{i}\right)\right| & \lesssim \rho_{F} \epsilon+\left(\frac{t \log ^{2} n}{n} \rho_{F}+\frac{1}{\operatorname{poly}(n)} \rho_{1, F}\left\|\alpha_{t}\right\|_{2}\right) \cdot\left\|\widetilde{\alpha}_{t}\right\|_{2} \\
& \lesssim \frac{t \log ^{2} n}{n} \rho_{F} \bar{\alpha}_{t} \tag{257}
\end{align*}
$$

where the last step invokes assumption (191b) and $\epsilon=1 / \operatorname{poly}(n)$.
It remains to consider quantity $\sum_{i=1}^{p}\left(Z_{i}-\widetilde{Z}_{i}\right)$. Recalling the definition of $Z_{i}$ (cf. (227d)), we can write

$$
\begin{align*}
& \left|\sum_{i=1}^{p}\left(Z_{i}-\widetilde{Z}_{i}\right)\right| \\
& =\mid \sum_{j=1}^{t-1} \widehat{\gamma}_{t}^{j+1}\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle \sum_{k=1}^{j} \widehat{\omega}_{k} \widehat{\alpha}_{j}^{k}-\sum_{j=1}^{t-1} \widetilde{\gamma}_{t}^{j+1}\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle \sum_{k=1}^{j}\left(\widetilde{\omega}_{k} \widetilde{\alpha}_{j}^{k} \mid\right. \\
& =\mid \sum_{j=1}^{t-1} \widehat{\gamma}_{t}^{j+1} \sum_{k=1}^{j} \widehat{\omega}_{k} \widehat{\alpha}_{j}^{k}\left(\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle\right) \\
& \quad+\sum_{j=1}^{t-1}\left(\widehat{\gamma}_{t}^{j+1} \sum_{k=1}^{j} \widehat{\omega}_{k} \widehat{\alpha}_{j}^{k}-\widetilde{\gamma}_{t}^{j+1} \sum_{k=1}^{j} \widetilde{\omega}_{k} \widetilde{\alpha}_{j}^{k}\right)\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle \mid \\
& \leq \sum_{j=1}^{t-1}\left|\widehat{\gamma}_{t}^{j+1}\right|\left\|\widehat{\alpha}_{j}\right\|_{2} \cdot\left|\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle\right| \\
& \quad+\sum_{j=1}^{t-1}\left|\widehat{\gamma}_{t}^{j+1} \sum_{k=1}^{j} \widehat{\omega}_{k} \widehat{\alpha}_{j}^{k}-\widetilde{\gamma}_{t}^{j+1} \sum_{k=1}^{j} \widetilde{\omega}_{k} \widetilde{\alpha}_{j}^{k}\right| \cdot\left|\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle\right| . \tag{258}
\end{align*}
$$

It is then sufficient to bound the two terms above respectively. First, note that

$$
\begin{aligned}
\left|\widehat{\gamma}_{t}^{j+1} \sum_{k=1}^{j} \widehat{\omega}_{k} \widehat{\alpha}_{j}^{k}-\widetilde{\gamma}_{t}^{j+1} \sum_{k=1}^{j} \widetilde{\omega}_{k} \widetilde{\alpha}_{j}^{k}\right| & =\left|\widehat{\gamma}_{t}^{j+1}\right| \cdot\left|\sum_{k=1}^{j} \widehat{\omega}_{k} \widehat{\alpha}_{j}^{k}-\sum_{k=1}^{j} \widetilde{\omega}_{k} \widetilde{\alpha}_{j}^{k}\right|+\left|\sum_{k=1}^{j} \widetilde{\omega}_{k} \widetilde{\alpha}_{j}^{k}\right| \cdot\left|\widehat{\gamma}_{t}^{j+1}-\widetilde{\gamma}_{t}^{j+1}\right| \\
& \leq\left|\widehat{\gamma}_{t}^{j+1}\right|\left(\left\|\widehat{\alpha}_{j}-\widetilde{\alpha}_{j}\right\|_{2}+\|\widehat{\omega}-\widetilde{\omega}\|_{2}\right)+\left\|\widetilde{\alpha}_{j}\right\|_{2} \cdot\left|\widehat{\gamma}_{t}^{j+1}-\widetilde{\gamma}_{t}^{j+1}\right| \\
& \lesssim \epsilon \cdot\left(\left|\widehat{\gamma}_{t}^{j+1}\right|+\left\|\widetilde{\alpha}_{j}\right\|_{2}\right)
\end{aligned}
$$

where the last step uses the relation between $\widehat{\theta}$ and $\widetilde{\theta}$. Therefore, the second term of (258) satisfies

$$
\sum_{j=1}^{t-1}\left|\widehat{\gamma}_{t}^{j+1} \sum_{k=1}^{j} \widehat{\omega}_{k} \widehat{\alpha}_{j}^{k}-\widetilde{\gamma}_{t}^{j+1} \sum_{k=1}^{j} \widetilde{\omega}_{k} \widetilde{\alpha}_{j}^{k}\right| \cdot\left|\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle\right| \leq \frac{\rho_{F}^{2}}{\operatorname{poly}(n)} \sum_{j=1}^{t-1}\left(\left|\widehat{\gamma}_{t}^{j+1}\right|+\left\|\widetilde{\alpha}_{j}\right\|_{2}\right)
$$

$$
\begin{equation*}
\leq \frac{\rho_{F}}{\operatorname{poly}(n)} \bar{\alpha}_{t}, \tag{259}
\end{equation*}
$$

recognizing the uniform bound $\left|F_{k}^{\prime}\right| \leq \rho_{F}$.
When it comes to the first term in expression (258), Lemma 10 controls the difference $\mid\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ\right.$ $\left.F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle \mid$ in expression (277a); invoking this bound, we arrive at

$$
\begin{aligned}
& \sum_{j=1}^{t-1}\left|\widehat{\gamma}_{t}^{j+1}\right|\left\|\widehat{\alpha}_{j}\right\|_{2} \cdot\left|\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \circ F_{j+1}^{\prime}\left(v_{j+1}\right)\right\rangle\right| \\
\lesssim & \sum_{j=1}^{t-1}\left|\widehat{\gamma}_{t}^{j+1}\right|\left\|\widehat{\alpha}_{j}\right\|_{2}\left(\frac{t \log ^{2} n}{n} \rho_{F}^{2}+\frac{1}{\operatorname{poly}(n)} \rho_{F} \rho_{1, F}\left\|\alpha_{t}\right\|_{2}\right) \\
\lesssim & \frac{t \log ^{2} n}{n} \rho_{F} \bar{\alpha}_{t}+\frac{1}{\operatorname{poly}(n)} \rho_{1, F} \bar{\alpha}_{t}^{2} \lesssim \frac{t \log ^{2} n}{n} \rho_{F} \bar{\alpha}_{t},
\end{aligned}
$$

where we plug in the assumptions (191b) and (191c). Combining pieces together, we conclude that

$$
\begin{equation*}
\left|\sum_{i=1}^{p}\left(Z_{i}-\widetilde{Z}_{i}\right)\right| \lesssim \frac{t \log ^{2} n}{n} \rho_{F} \bar{\alpha}_{t} \tag{260}
\end{equation*}
$$

To conclude, by combining the three parts above in expressions (253), (257) and (260) together, we end up with

$$
|H(\Psi ; \widehat{\theta})-H(\Psi ; \widetilde{\theta})| \leq\left|\sum_{i=1}^{p}\left(X_{i}-\widetilde{X}_{i}\right)\right|+\left|\sum_{i=1}^{p}\left(Y_{i}-\widetilde{Y}_{i}\right)\right|+\left|\sum_{i=1}^{p}\left(Z_{i}-\widetilde{Z}_{i}\right)\right| \lesssim \frac{t \log ^{2} n}{n}\left(\bar{\gamma}_{t+1}+\rho_{F} \bar{\alpha}_{t}\right)
$$

thus completing the inequality (246).

Proof of inequality (256). First, conditioning on event (224), we make note of the following two relations where

$$
\begin{equation*}
\left\|F_{k}\left(v_{k}\right)\right\|_{2} \leq\left\|F_{k}(0)\right\|_{2}+\rho_{F}\left\|v_{k}\right\|_{2} \leq \bar{\alpha}_{k}+\rho_{F} \frac{p}{n}\left(1+\sqrt{\frac{t \log p}{p}}\right)\left\|\alpha_{k-1}\right\|_{2} \lesssim \rho_{F} \bar{\alpha}_{k} \tag{261}
\end{equation*}
$$

and

$$
\begin{align*}
\left\|\widehat{\beta}_{t+1}\right\|_{2} \leq\left\|v_{t+1}\right\|_{2}+\sum_{k=1}^{t}\left\|\widehat{\gamma}_{t}^{k} F_{k}\left(v_{k}\right)\right\|_{2} & \lesssim \frac{p}{n}\left(1+\sqrt{\frac{t \log p}{p}}\right)\left\|\alpha_{t}\right\|+\sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}\right|\left\|F_{k}\left(v_{k}\right)\right\|_{2} \\
& \lesssim \frac{p}{n}\left(1+\sqrt{\frac{t \log p}{p}}\right)\left\|\alpha_{t}\right\|+\sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}\right| \rho_{F} \bar{\alpha}_{t} \lesssim \bar{\alpha}_{t} \tag{262}
\end{align*}
$$

Here inequality (262) holds for $\left\|\widetilde{\beta}_{t+1}\right\|_{2}$ similarly. Combining the above two relations, we are guaranteed that

$$
\left\|F_{t+1}\left(\widetilde{\beta}_{t+1}\right)\right\|_{2} \leq\left\|F_{t+1}(0)\right\|_{2}+\rho_{F}\left\|\widetilde{\beta}_{t+1}\right\|_{2} \leq \rho_{F} \bar{\alpha}_{k} .
$$

In addition, some direct algebra together with the Lipschitz property of function $F_{k}$ leads to

$$
\begin{aligned}
\left\|\widehat{\beta}_{t+1}-\widetilde{\beta}_{t+1}\right\|_{2} & \leq\left\|v_{t+1}-\widetilde{v}_{t+1}\right\|_{2}+\sum_{k=1}^{t}\left\|\widehat{\gamma}_{t}^{k} F_{k}\left(v_{k}\right)-\widetilde{\gamma}_{t}^{k} F_{k}\left(\widetilde{v}_{k}\right)\right\|_{2} \\
& \lesssim \frac{p}{n}\left(1+\sqrt{\frac{t \log p}{p}}\right)\left\|\alpha_{t}-\widetilde{\alpha}_{t}\right\|_{2}+\sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}-\widetilde{\gamma}_{t}^{k}\right|\left\|F_{k}\left(\widetilde{v}_{k}\right)\right\|_{2}+\sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}\right|\left\|F_{k}\left(v_{k}\right)-F_{k}\left(\widetilde{v}_{k}\right)\right\|_{2}
\end{aligned}
$$

$$
\begin{equation*}
\lesssim \epsilon+\epsilon \sum_{k=1}^{t} \rho_{F} \bar{\alpha}_{k}+\sum_{k=1}^{t}\left|\hat{\gamma}_{t}^{k}\right| \rho_{F}\left\|v_{k}-\widetilde{v}_{k}\right\|_{2} . \tag{263}
\end{equation*}
$$

Conditioning on event (224), for each $1 \leq k \leq t$, one has

$$
\begin{equation*}
\left\|v_{k}-\widetilde{v}_{k}\right\|_{2} \lesssim \frac{p}{n}\left(1+\sqrt{\frac{t \log p}{p}}\right)\left\|\alpha_{k-1}-\widetilde{\alpha}_{k-1}\right\|_{2} \lesssim \epsilon, \tag{264}
\end{equation*}
$$

which implies that (263) can be further bounded as

$$
\begin{equation*}
\left\|\widehat{\beta}_{t+1}-\widetilde{\beta}_{t+1}\right\|_{2} \leq \epsilon+\epsilon \sum_{k=1}^{t} \rho_{F} \bar{\alpha}_{k}+\epsilon \sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}\right| \rho_{F} \lesssim \frac{1}{\operatorname{poly}(n)} \rho_{F} \bar{\alpha}_{t} . \tag{265}
\end{equation*}
$$

Substituting the above relations into (255) establishes relation (256).

## F Proof of auxiliary lemmas

## F. 1 Proof of Lemma 1

To facilitate our analysis, let us first introduce some definitions and basic properties. Recall that we define two sets of orthonormal basis $\left\{a_{k}\right\}_{1 \leq k \leq \min \{n, p\}}$ and $\left\{b_{k}\right\}_{1 \leq k \leq \min \{n, p\}}$ and for each $t$, concatenate them into orthonormal matrices

$$
U_{t}=\left[a_{k}\right]_{1 \leq k \leq t} \in \mathbb{R}^{n \times t}, \quad V_{t}=\left[b_{k}\right]_{1 \leq k \leq t} \in \mathbb{R}^{p \times t} .
$$

For every $1 \leq k \leq \min \{n, p\}$, we write the orthogonal complement of $U_{k}$ as $U_{k}^{\perp} \in \mathbb{R}^{n \times(n-k)}$ which satisfies $U_{k}^{\top} U_{k}^{\perp}=0$ and $U_{k}^{\perp \top} U_{k}^{\perp}=I_{n-k}$. Similarly, we write the orthogonal complement of $V_{k}$ as $V_{k}^{\perp} \in \mathbb{R}^{p \times(p-k)}$. Additionally, we find it helpful to consider the projection where the rows of $X$ are projected to the $p-k$ dimensional space $V_{k}^{\perp}$, and the columns to the $n-k$-dimensional space $U_{k}^{\perp}$, which is denoted by

$$
\begin{equation*}
\widetilde{X}_{k+1}:=U_{k}^{\perp \top} X V_{k}^{\perp} \in \mathbb{R}^{(n-k) \times(p-k)} . \tag{266}
\end{equation*}
$$

With these notation in place, $X_{k+1}$ (defined as in (62)) obeys

$$
\begin{aligned}
X_{k+1} & =\left(I_{n}-a_{k} a_{k}^{\top}\right) X_{k}\left(I_{p}-b_{k} b_{k}^{\top}\right)=\cdots=\left(I_{n}-U_{k} U_{k}^{\top}\right) X\left(I_{p}-V_{k} V_{k}^{\top}\right) \\
& =U_{k}^{\perp} U_{k}^{\perp \top} X V_{k}^{\perp} V_{k}^{\perp \top}=U_{k}^{\perp} \widetilde{X}_{k+1} V_{k}^{\perp \top} .
\end{aligned}
$$

Claim 3. For every $1 \leq k \leq \min \{n, p\}$, conditional on $\left\{a_{i}, b_{i}\right\}_{1 \leq i \leq k}$ and $\left(s_{0}, \beta_{1}\right)$, the following properties hold true:

- $\widetilde{X}_{k+1}$ is a rescaled Wigner matrix in $\mathbb{R}^{(n-k) \times(p-k)}$, with $\left(\widetilde{X}_{k+1}\right)_{i j} \stackrel{i . i . d .}{\sim} \mathcal{N}\left(0, \frac{1}{n}\right)$;
- $X_{k+1}$ is conditional independent of $\left\{X_{i} b_{i}, X_{i}^{\top} a_{i}\right\}_{1 \leq i \leq k}$;
- the randomness of $\left(s_{k}, \beta_{k+1}\right)$ and $\left\{a_{k+1}, b_{k+1}\right\}$ comes purely from $\left\{X_{i} b_{i}, X_{i}^{\top} a_{i}\right\}_{1 \leq i \leq k}$, and hence $\left(s_{k}, \beta_{k+1}\right)$ and $\left\{a_{k+1}, b_{k+1}\right\}$ are conditionally independent of $W_{k+1}$.
In view of relations (66) and (69), the proof of Claim 3 proceeds by the same induction method as in the proof of (Li and Wei, 2022, Claim 1). We thus omit its details here

Equipped with the results above, let us characterize the distribution of $W_{k} b_{k}$ for $2 \leq k \leq \min \{n, p\}$. To begin with, conditional on $\left\{a_{i}, b_{i}\right\}_{1 \leq i \leq k-1}$ and ( $s_{0}, \beta_{1}$ ), we have

$$
\begin{aligned}
a_{i}^{\top} X_{k} b_{k} & =a_{i}^{\top} U_{k-1}^{\perp} \widetilde{X}_{k} V_{k-1}^{\perp \top} b_{k}=0 \quad \text { for } i \leq k-1 ; \\
U_{k-1}^{\perp \top} X_{k} b_{k} & =\left(U_{k-1}^{\perp \top} U_{k-1}^{\perp}\right) \widetilde{X}_{k}\left(V_{k-1}^{\perp \top} b_{k}\right) \sim \mathcal{N}\left(0, \frac{1}{n} I_{n-k+1}\right),
\end{aligned}
$$

where we make use of the fact that $\widetilde{X}_{k}$ is a rescaled Wigner matrix in $\mathbb{R}^{(n-k+1) \times(p-k+1)}$ conditionally independent of $b_{k}$. As a consequence, if one generates i.i.d. Gaussian random variables $g_{k}^{i} \sim \mathcal{N}\left(0, \frac{1}{n}\right)$ for all $1 \leq i<k$, then conditional on $\left\{a_{i}, b_{i}\right\}_{1 \leq i \leq k-1}$ and $\left(s_{0}, \beta_{1}\right)$, it follows that

$$
\begin{equation*}
\phi_{k}=X_{k} b_{k}+\sum_{i=1}^{k-1} g_{k}^{i} a_{i} \sim \mathcal{N}\left(0, \frac{1}{n} I_{n}\right) \tag{267}
\end{equation*}
$$

Similarly, one can characterize the distribution of $a_{k}^{\top} X_{k}\left(I_{p}-b_{k} b_{k}^{\top}\right)$ by noticing

$$
\begin{aligned}
a_{k}^{\top} X_{k}\left(I_{n}-b_{k} b_{k}^{\top}\right) b_{k} & =0 \\
a_{k}^{\top} X_{k}\left(I_{p}-b_{k} b_{k}^{\top}\right) b_{i} & =a_{k}^{\top} X_{k} b_{i}=a_{k}^{\top} U_{k-1}^{\perp} \widetilde{X}_{k} V_{k-1}^{\perp \top} b_{i}=0 \quad \text { for } i \leq k-1 \\
a_{k}^{\top} X_{k}\left(I_{p}-b_{k} b_{k}^{\top}\right) V_{k}^{\perp} & =a_{k}^{\top} U_{k-1}^{\perp} \widetilde{X}_{k} V_{k-1}^{\perp \top}\left(I_{p}-b_{k} b_{k}^{\top}\right) V_{k}^{\perp}=\left(a_{k}^{\top} U_{k-1}^{\perp}\right) \widetilde{X}_{k}\left(V_{k-1}^{\perp \top} V_{k}^{\perp}\right) \sim \mathcal{N}\left(0, \frac{1}{n} I_{n-k}\right) .
\end{aligned}
$$

Here the last relation follows since conditioning on $\left\{a_{i}, b_{i}\right\}_{1 \leq i \leq k-1}$ and $\left(s_{0}, \beta_{1}\right), \widetilde{X}_{k}$ is a rescaled Wigner matrix in $\mathbb{R}^{(n-k+1) \times(p-k+1)}$ independent of $\left(a_{k}, b_{k}\right)$. It thus obeys that

$$
\psi_{k}=\left(I-b_{k} b_{k}^{\top}\right) X_{k}^{\top} a_{k}+\sum_{i=1}^{k} q_{k}^{i} b_{i} \sim \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)
$$

Finally, we make the observation that $\left\{\phi_{i}\right\}_{1 \leq i \leq k}$ are independent, so as $\left\{\psi_{i}\right\}_{1 \leq i \leq k}$. In order to see this, first note that each $\phi_{k}$ is independent of $\left\{a_{i}, b_{i}\right\}_{1 \leq i \leq k-1}$ and $\left(s_{0}, \beta_{1}\right)$ which follows immediately from the conditional distributional guarantee established in $(2 \overline{6} 7)$. Next, putting together Claim 3 with the definition of $\phi_{k}$ implies that conditional on $\left\{a_{i}, b_{i}\right\}_{1 \leq i \leq k-1}$ and $\left(s_{0}, \beta_{1}\right), \phi_{k}$ - whose randomness comes purely from $X_{k} b_{k}$ and $g_{k}^{i}$ - is statistically independent of $\phi_{1}, \ldots, \phi_{k-1}$. Again, as the distribution of $\phi_{k}$ does not relies on $\left\{a_{i}, b_{i}\right\}_{1 \leq i \leq k-1}$ and $\left(s_{0}, \beta_{1}\right)$, therefore, we conclude $\left\{\phi_{i}\right\}_{1 \leq i \leq k}$ are statistically independent. Similarly, one can also validate $\left\{\psi_{i}\right\}_{1 \leq i \leq k}$ are statistically independent.

## F. 2 Proof of Lemma 8

To control quantity $\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}$ with $\omega \perp \alpha_{t}$ (see (205)), the idea is to invoke Lemma 3 for any fixed $\omega \in \mathcal{S}^{t-1}$ - independent of $v_{t+1}$ and apply a standard covering argument. Given any fixed $\alpha_{t}$ and $\omega \perp \alpha_{t} \in \mathcal{S}^{t-1}, \sum_{k=1}^{t} \omega_{k} \psi_{k}$ follows $\mathcal{N}\left(0, \frac{1}{n} I_{n}\right)$, which is independent with $v_{t+1}:=\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}$. This implies that

$$
\mathbb{E}\left[\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}\right]=\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}\right] .
$$

Recognizing that $\left|F_{t+1}^{\prime}\right| \leq \rho_{F}$, it can be easily verified via properties for Gaussian distribution that

$$
\mathbb{E}\left[\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right)_{i}^{4}\right] \lesssim \frac{1}{n^{2}} \rho_{F}^{4},
$$

and

$$
\mathbb{P}\left(\max _{i \in[n]}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right)_{i}^{2} \lesssim \frac{\rho_{F}^{2}}{n} \log \frac{n}{\delta}\right) \geq 1-\delta
$$

In view of Lemma 3, we obtain

$$
\begin{equation*}
\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}\right] \lesssim \sqrt{\frac{\log \frac{1}{\delta}}{n}} \rho_{F}^{2}+\frac{\rho_{F}^{2}}{n} \log ^{2} n \log \frac{1}{\delta}, \tag{268}
\end{equation*}
$$

which holds with probability at least $1-\delta$. To take care of the statistical dependence between $\omega, \alpha_{t}$ and $\psi_{k}$, let us consider an $\epsilon$-cover of $\mathcal{S}^{t-1}$ in terms of the $\ell_{2}$-norm, denoted by $\mathcal{N}_{\epsilon}$. With this definition, we can write

$$
\begin{aligned}
& \sup _{\omega \perp \alpha \in \mathcal{S}^{t-1}}\left\{\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}\right]\right\} \\
& \leq \sup _{\omega \perp \alpha \in \mathcal{N}_{\epsilon}}\left\{\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}\right]\right\}+\operatorname{poly}(n) \cdot \epsilon \\
& \leq \sup _{\omega \perp \alpha \in \mathcal{N}_{\epsilon}}\left\{\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}\right]\right\}+\operatorname{poly}(n) \cdot \epsilon \\
& \lesssim \sqrt{\frac{\log \left(\frac{N\left(\epsilon, \mathcal{S}^{t-1}\right)}{\delta}\right)}{n} \rho_{F}^{2}+\frac{\rho_{F}^{2}}{n} \log ^{2} n \log \left(\frac{N\left(\epsilon, \mathcal{S}^{t-1}\right)}{\delta}\right)+\operatorname{poly}(n) \cdot \epsilon}
\end{aligned}
$$

where the last inequality holds with probability $1-\delta$ and the second inequality follows from that conditioning on the event in (172b), $\left\|v_{t+1}-\widetilde{v}_{t+1}\right\|_{2} \leq \operatorname{poly}(n) \cdot \epsilon$ and $\left\|\sum_{k=1}^{t}\left(w_{k}-\widetilde{w}_{k}\right) \psi_{k}\right\|_{2} \leq \operatorname{poly}(n) \cdot \epsilon$. Selecting parameters

$$
\delta=\frac{1}{n^{10}} \quad \text { and } \quad \epsilon=\frac{1}{\operatorname{poly}(n)}
$$

gives

$$
\sup _{\omega \in \mathcal{S}^{t-1}}\left\{\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\frac{1}{n} \mathbb{E}\left[\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}\right]\right\} \lesssim \sqrt{\frac{t \log ^{2} n}{n}} \rho_{F}^{2},
$$

which completes the proof of the targeted bound (213a). Following similar argument, one can also derive inequality (213b).

## F. 3 Proof of Lemma 9

Recalling the definition in expression (227), we begin by directly decomposing the quantity of interest as

$$
\begin{align*}
& \sum_{i=1}^{n} \operatorname{Var}\left(X_{i}^{0}+X_{i}\right) \\
& \leq \mathbb{E}\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\|_{2}^{2} \\
& \lesssim \mathbb{E}\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ \mathbb{1}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \lesssim \sqrt{\frac{\log n}{n}}\right) \circ F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\|_{2}^{2}+\mathbb{E}\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ \mathbb{1}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \gtrsim \sqrt{\frac{\log n}{n}}\right) \circ F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\|_{2}^{2} \\
& \lesssim \frac{\log n}{n} \mathbb{E}\left\|F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\|_{2}^{2}+\mathbb{E}\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ \mathbb{1}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \gtrsim \sqrt{\frac{\log n}{n}}\right) \circ F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\|_{2}^{2} \tag{269}
\end{align*}
$$

Next, we control these two parts above separately.

- Regarding the first part, following by the Lipschitz property of $F_{t+1}$ and relation (230), it satisfies

$$
\begin{align*}
\left\|F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\|_{2}^{2} & \lesssim\left\|F_{t+1}\left(\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right)\right\|_{2}^{2}+\rho_{F}^{2}\left\|\widehat{\beta}_{t+1}-\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right\|_{2}^{2} \\
& \lesssim \bar{\gamma}_{t+1}^{2}+\rho_{F}^{2}\left\|\widehat{\beta}_{t+1}-\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right\|_{2}^{2} \tag{270}
\end{align*}
$$

Here, recall $\widehat{\beta}_{t+1}:=v_{t+1}+\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(v_{k}\right)$ and $v_{k+1}=\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}$ to obtain

$$
\begin{equation*}
\left\|\widehat{\beta}_{t+1}-\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right\|_{2}^{2}=\left\|v_{t+1}+\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(v_{k}\right)-\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right\|_{2}^{2} \lesssim\left\|v_{t+1}\right\|_{2}^{2}+\rho_{F}^{2}\left\|\sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k} v_{k}\right|\right\|_{2}^{2}, \tag{271}
\end{equation*}
$$

where the last inequality again invokes the Lipschitz property of $F_{k}$. Taking the expectation on both sides, we arrive at

$$
\begin{equation*}
\mathbb{E}\left\|\widehat{\beta}_{t+1}-\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right\|_{2}^{2} \lesssim\left\|\alpha_{t}\right\|_{2}^{2}+\rho_{F}^{2} \sum_{i, j=1}^{t}\left|\widehat{\gamma}_{t}^{i} \widehat{\gamma}_{t}^{j}\right| \cdot \mathbb{E}\left[\left\|v_{i}\right\|_{2}\left\|v_{j}\right\|_{2}\right] \tag{272}
\end{equation*}
$$

Here, again, we remind the readers that $\widehat{\gamma}_{t}$ is regarded as a fixed parameter. Now in order to bound the right hand side of (272), since $v_{i+1} \sim \mathcal{N}\left(0, \frac{\left\|\alpha_{i}\right\|_{2}^{2}}{n} I_{p}\right)$ for every fixed $\alpha_{i}$, it obeys that

$$
\begin{aligned}
\mathbb{E}\left[\frac{\left\|v_{i+1}\right\|_{2}}{\left\|\alpha_{i}\right\|_{2}} \frac{\left\|v_{j+1}\right\|_{2}}{\left\|\alpha_{j}\right\|_{2}}\right] & \leq \mathbb{E}\left[\max \left\{\|X\|_{2}^{2},\|Y\|_{2}^{2}\right\}\right] \quad \text { where } X, Y \sim \mathcal{N}\left(0, \frac{1}{n} I_{p}\right) \\
& \leq \mathbb{E}\|X\|_{2}^{2}+\mathbb{E}\|Y\|_{2}^{2} \lesssim \frac{p}{n}
\end{aligned}
$$

Therefore, the right hand side of (272) further satisfies

$$
\begin{aligned}
\mathbb{E}\left\|\widehat{\beta}_{t+1}-\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}(0)\right\|_{2}^{2} & \left.\lesssim\left\|\alpha_{t}\right\|_{2}^{2}+\frac{p \rho_{F}^{2}}{n} \sum_{i, j=0}^{t-1} \right\rvert\, \widehat{\gamma}_{t}^{i} \widehat{\gamma}_{t}^{j}\left\|\alpha_{i}\right\|_{2}\left\|\alpha_{j}\right\|_{2} \\
& \lesssim\left(\left\|\alpha_{t}\right\|_{2}+\sqrt{\frac{p}{n}} \rho_{F} \sum_{k=1}^{t} \widehat{\gamma}_{t}^{k}\left\|\alpha_{k-1}\right\|_{2}\right)^{2} \lesssim \bar{\alpha}_{t}^{2}
\end{aligned}
$$

Combining with (270) ensures

$$
\begin{equation*}
\mathbb{E}\left\|F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\|_{2}^{2} \lesssim \bar{\gamma}_{t+1}^{2}+\rho_{F}^{2} \bar{\alpha}_{t}^{2} \tag{273}
\end{equation*}
$$

Thus, we complete the control of the first term in (269).

- It then suffices to control the second term, which shall again be done by means of concentration of measure. We claim that

$$
\begin{equation*}
\mathbb{E}\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ \mathbb{1}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \gtrsim \sqrt{\frac{\log n}{n}}\right) \circ F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\|_{2}^{2} \lesssim \frac{1}{\operatorname{poly}(n)}\left(\bar{\gamma}_{t+1}^{2}+\bar{\alpha}_{t}^{2}\right) \tag{274}
\end{equation*}
$$

In order to see this, first, by putting together inequalities (270), (271) and (230), we have

$$
\begin{aligned}
\left\|F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\|_{2} & \lesssim \bar{\gamma}_{t+1}+\left\|v_{t+1}\right\|_{2}+\rho_{F}\left\|\sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k} v_{k}\right|\right\|_{2} \\
& \leq \bar{\gamma}_{t+1}+\left\|v_{t+1}\right\|_{2}+\rho_{F} \sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}\right|\left\|v_{k}\right\|_{2} \leq \bar{\gamma}_{t+1}+2\|\Psi\|_{\mathrm{op}} \bar{\alpha}_{t}
\end{aligned}
$$

where the last inequality uses the fact that for each $k, v_{k+1}=\sum_{k=1}^{t} \alpha_{t}^{k} \psi_{k}$ and $\rho_{F} \sum_{k=1}^{t}\left|\widehat{\gamma}_{t}^{k}\right| \ll 1$. In view of this relation, we can decompose the quantity of interest as
$\mathbb{E}\left[\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ \mathbb{1}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \gtrsim \sqrt{\frac{\log n}{n}}\right) \circ F_{t+1}\left(\widehat{\beta}_{t+1}\right)\right\|_{2}^{2}\right]$

$$
\begin{align*}
& \lesssim \bar{\gamma}_{t+1}^{2} \mathbb{E}\left[\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ \mathbb{1}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \gtrsim \sqrt{\frac{\log n}{n}}\right)\right\|_{2}^{2}\right]+\bar{\alpha}_{t}^{2} \mathbb{E}\left[\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ \mathbb{1}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \gtrsim \sqrt{\frac{\log n}{n}}\right)\right\|_{2}^{2} \cdot\|\Psi\|_{\mathrm{op}}^{2}\right] \\
& \lesssim \frac{\bar{\gamma}_{t+1}^{2}}{\operatorname{poly}(n)}+\bar{\alpha}_{t}^{2} \mathbb{E}\left[\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ \mathbb{1}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \gtrsim \sqrt{\frac{\log n}{n}}\right)\right\|_{2}^{2} \cdot\|\Psi\|_{\mathrm{op}}^{2}\right] \tag{275}
\end{align*}
$$

Here, the last inequality uses the property that

$$
\begin{equation*}
\mathbb{E}\left[X_{i}^{2} \mathbb{1}\left(X_{i} \gtrsim \sqrt{\frac{\log n}{n}}\right)\right] \leq \frac{1}{\operatorname{poly}(n)}, \quad \text { for } X_{i} \sim \mathcal{N}\left(0, \frac{1}{n}\right) \tag{276}
\end{equation*}
$$

and given a fixed vector $\omega \in \mathcal{S}^{t}, \sum_{k=1}^{t} \omega_{k} \psi_{k} \sim \mathcal{N}\left(0, \frac{1}{n} I_{p}\right)$. We now turn to the upper bound of the second term on the right of expression (275).

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ \mathbb{1}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \gtrsim \sqrt{\frac{\log n}{n}}\right)\right\|_{2}^{2} \cdot\|\Psi\|_{\mathrm{op}}^{2}\right] \\
& =\mathbb{E}\left[\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ \mathbb{1}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \gtrsim \sqrt{\frac{\log n}{n}}\right)\right\|_{2}^{2} \cdot\|\Psi\|_{\mathrm{op}}^{2} \mathbb{1}\left(\|\Psi\|_{\mathrm{op}}-1 \lesssim \sqrt{\frac{\log n}{n}}\right)\right] \\
& \quad+\mathbb{E}\left[\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ \mathbb{1}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \gtrsim \sqrt{\frac{t \log n}{n}}\right)\right\|_{2}^{2} \cdot\|\Psi\|_{\mathrm{op}}^{2} \mathbb{1}\left(\|\Psi\|_{\mathrm{op}}-1 \gtrsim \sqrt{\frac{t \log n}{n}}\right)\right] \\
& \stackrel{\text { (i) }}{\lesssim} \frac{1}{\operatorname{poly}(n)}+\mathbb{E}\left[\|\Psi\|_{\mathrm{op}}^{4} \mathbb{1}\left(\|\Psi\|_{\mathrm{op}}-1 \gtrsim \sqrt{\frac{t \log n}{n}}\right)\right] \\
& \text { (ii) } \frac{1}{\operatorname{poly}(n)},
\end{aligned}
$$

where (i) results from relation (276) and (ii) follows from the concentration result for $\|\Psi\|_{\text {op }}$ (cf. (171)).
Finally, combining relations (273) and (274) leads to our target bound.

## F. 4 Covering lemmas

As defined around display (244), for every $\widehat{\theta}=\left(\omega,\left\{\alpha_{k}\right\}_{k \leq t}, \widehat{\gamma}_{t},\left\{\tau_{k}\right\}_{k \leq t+1}\right) \in \Theta, \widetilde{\theta}:=\left(\widetilde{\omega},\left\{\widetilde{\alpha}_{k}\right\}_{k \leq t}, \widetilde{\gamma}_{t},\left\{\widetilde{\tau}_{k}\right\}_{k \leq t+1}\right)$ is a point that lies in the $\epsilon$-cover $\mathcal{M}_{\epsilon}$ of $\Theta_{0}$ which satisfies

$$
\|\omega-\widetilde{\omega}\|_{2} \leq \epsilon, \quad\left\|\alpha_{k}-\widetilde{\alpha}_{k}\right\|_{2} \leq \epsilon, \quad\left\|\tau_{k}-\widetilde{\tau}_{k}\right\|_{2} \leq \epsilon, \quad\left|\widehat{\gamma}_{t}^{k}-\widetilde{\gamma}_{t}^{k}\right| \leq \epsilon
$$

for every $k$ and $\epsilon=1 / \operatorname{poly}(n)$. We also record that

$$
\widetilde{\gamma}_{t}^{k}= \begin{cases}0, & \text { for } k \leq t-O(\log n) \\ \widehat{\gamma}_{t}^{k} & \text { o.w. }\end{cases}
$$

Lemma 10. Under the assumptions (191b) - (188), the following set of relations holds with probability at least $1-O\left(n^{-10}\right)$

$$
\begin{align*}
& \left|\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(\widetilde{v}_{j}\right)\right\rangle\right| \lesssim \frac{t \log ^{3} n}{n} \rho_{F}^{2}+\frac{1}{\operatorname{poly}(n)} \rho_{F} \rho_{1, F} \bar{\alpha}_{t},  \tag{277a}\\
& \left|\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right)\right\rangle\right| \lesssim \frac{t \log ^{3} n}{n} \rho_{F}+\frac{1}{\operatorname{poly}(n)} \rho_{1, F} \bar{\alpha}_{t} \tag{277b}
\end{align*}
$$

$$
\begin{align*}
& \left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ\left[F_{t+1}^{\prime}\left(v_{t+1}+\varepsilon\right)-F_{t+1}^{\prime}\left(v_{t+1}\right)\right]\right\|_{2} \lesssim \rho_{1, F} \sqrt{\frac{t \log n}{n}\|\varepsilon\|_{2}+\rho_{F}\left(\sqrt{\frac{t \log ^{3} n}{n}}+\sqrt{\log n}\left(\frac{\|\varepsilon\|_{2}}{\left\|\alpha_{t}\right\|_{2}}\right)^{\frac{1}{3}}\right),} \begin{array}{l}
\left\|F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{1} \lesssim \sqrt{n} \rho_{1, F}\left\|\widehat{\beta}_{t+1}-v_{t+1}\right\|_{2}+\rho_{F}\left(t \log n+n\left(\frac{\left\|\widehat{\beta}_{t+1}-v_{t+1}\right\|_{2}}{\left\|\alpha_{t}\right\|_{2}}\right)^{\frac{2}{3}}\right), \\
\left|\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right)-F_{t+1}^{\prime}\left(\beta_{t+1}\right)\right\rangle\right| \lesssim \frac{1}{\sqrt{n}} \rho_{1, F}\left\|\widehat{\beta}_{t+1}-\beta_{t+1}\right\|_{2}+\frac{1}{n} \rho_{F}\left(t \log ^{2} n+n\left(\frac{\left\|\widehat{\beta}_{t+1}-\beta_{t+1}\right\|_{2}}{\left\|\alpha_{t}\right\|_{2}}\right)^{\frac{2}{3}}\right) ; \\
\quad(278 \mathrm{~b}) \\
\left|\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\left\|\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}\right| \lesssim \frac{t \log ^{3} n}{n} \rho_{F}^{2}+\frac{1}{\operatorname{poly}(n)} \rho_{1, F} \rho_{F},
\end{array} \quad(279 \mathrm{a})  \tag{278a}\\
& \quad\left|\left\|F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\left\|F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2}\right| \lesssim \rho_{F}^{2} t \log ^{2} n+\frac{1}{\operatorname{poly}(n)} \rho_{1, F} \rho_{F} . \tag{278b}
\end{align*}
$$

The proof of this lemma is provided in Section F.5.

## F. 5 Proof of Lemma 10

Before diving into details, let us first describe a general framework for bounding the fluctuation of a function when its input is perturbed slightly. Validating each inequality of Lemma 10 then boils down to computing specific parameters in the general framework. Throughout this proof, we condition on the event where both (172a) and (172b) satisfy with $\delta$ selected as $\max (n, p)^{-11}$.

## F.5.1 A general framework

Let us first set up the stage. The multivariate mapping and its perturbation that we are interested in are of the form

$$
H(x, \theta)=\left[c_{i}\left(x_{i}, \theta\right) h_{i}\left(u_{i}\left(x_{i}, \theta\right)\right)\right]_{i=1}^{n} \quad \text { and } \quad H_{\varepsilon}(x, \theta)=\left[c_{i}\left(x_{i}, \theta\right) h_{i}\left(u_{i}\left(x_{i}, \theta\right)+\varepsilon_{i}\right)\right]_{i=1}^{n}
$$

for perturbation vector $\varepsilon \in \mathbb{R}^{n}$ and parameter $\theta \in \mathbb{R}^{d}$. Here $c_{i}$ and $u_{i}$ denote poly $(n)$-Lipschitz continuous functions of $\theta$ and $h_{i}$ stands for functions with finite jump points. Specifically, consider functions $h_{i}$ that can be decomposed into a continuous component and a discontinuous component

$$
\begin{equation*}
h_{i}(u)=h_{i}^{\text {cont }}(u)+h_{i}^{\text {dis }}(u) . \tag{280}
\end{equation*}
$$

We assume the continuous part of $h_{i}$ is $L$-Lipschitz and the discontinuous component takes the form

$$
h_{i}^{\mathrm{dis}}(u):=\sum_{k=1}^{M_{i}} s_{i}^{k} \mathbb{1}\left(u>\tau_{i}^{k}\right) .
$$

Here for each $i \in[n]$, we denote the discontinuous points of $h_{i}$ as $\left\{\tau_{i}^{k}\right\}_{k=1}^{M_{i}}$, and the size of their jumps as $\left\{s_{i}^{k}\right\}_{k=1}^{M_{i}}$.

Given every $x$ and $\varepsilon$, in order to compute the difference between $H(x, \theta)$ and $H_{\varepsilon}(x, \theta)$, it is critical to track where $h_{i}^{\text {dis }}(u)$ and $h_{i}^{\text {dis }}(u+\varepsilon)$ differ. For this purpose, let us define the index set

$$
\mathcal{I}:=\left\{i: \mathbb{1}\left(u_{i}\left(x_{i}, \theta\right)>\tau_{i}^{k}\right) \neq \mathbb{1}\left(u_{i}\left(x_{i}, \theta\right)+\varepsilon_{i}>\tau_{i}^{k}\right) \text { for some } k\right\} .
$$

In words, $h_{i}^{\text {dis }}\left(u_{i}\right)=h_{i}^{\text {dis }}\left(u_{i}+\varepsilon_{i}\right)$ for all $i \in[n]$, on set $\mathcal{I}$. In terms of this notation, the Lipschitz property of $h_{i}^{\text {cont }}$ ensures that

$$
\begin{align*}
& \left\|H(x, \theta)-H_{\varepsilon}(X, \theta)\right\|_{1} \lesssim \sum_{i \in \mathcal{I}} B\left|c_{i}\left(x_{i}, \theta\right)\right|+\sum_{i \notin \mathcal{I}} L\left|c_{i}\left(x_{i}, \theta\right) \varepsilon_{i}\right|  \tag{281a}\\
& \left\|H(x, \theta)-H_{\varepsilon}(X, \theta)\right\|_{2}^{2} \lesssim \sum_{i \in \mathcal{I}} B^{2}\left|c_{i}\left(x_{i}, \theta\right)\right|^{2}+\sum_{i \notin \mathcal{I}} L^{2}\left|c_{i}\left(x_{i}, \theta\right) \varepsilon_{i}\right|^{2} \tag{281b}
\end{align*}
$$

provided that $\left|h_{i}\left(x_{i}, \theta\right)\right| \lesssim B$ for every $i$.
Additionally, consider mappings

$$
H^{j}(x, \theta)=\left[h_{i}^{j}\left(u_{i}^{j}\left(x_{i}, \theta\right)\right)\right]_{i=1}^{n} \quad \text { and } \quad H_{\varepsilon}^{j}(x, \theta)=\left[h_{i}^{j}\left(u_{i}^{j}\left(x_{i}, \theta\right)+\varepsilon_{i}^{j}\right)\right]_{i=1}^{n},
$$

for $j=1$ or 2 . Under the assumption $\left|h_{i}^{j}\right| \lesssim B$, in view of the Lipschitz property for the continuous part of $h_{i}^{j}$, we can conclude similarly that

$$
\begin{equation*}
\left\|H^{1}(x, \theta) \circ H^{2}(x, \theta)-H_{\varepsilon^{1}}^{1}(x, \theta) \circ H_{\varepsilon^{2}}^{2}(x, \theta)\right\|_{1} \lesssim \sum_{i \in \tilde{\mathcal{I}}} B^{2}+\sum_{i \notin \tilde{\mathcal{I}}} L B\left(\left|\varepsilon_{i}^{1}\right|+\left|\varepsilon_{i}^{2}\right|\right) \tag{281c}
\end{equation*}
$$

for the index set

$$
\widetilde{\mathcal{I}}:=\left\{i: \mathbb{1}\left(u_{i}^{j}\left(x_{i}, \theta\right)>\tau_{i}^{j, k}\right) \neq \mathbb{1}\left(u_{i}^{j}\left(x_{i}, \theta\right)+\varepsilon_{i}^{j}>\tau_{i}^{j, k}\right) \text { for some } j, k\right\} .
$$

We shall employ these three relations above to establish Lemma 10, which boils down to compute the right hand side of each inequality in (281). Towards this goal, the idea is to apply the concentration results developed in Section C. Below, we state two key observations and then turn to the calculations of each inequality individually.

Consider a random vector $X \in \mathbb{R}^{n}$. For any fixed $\theta \in \Theta$, suppose there exists some $\sigma>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\left|u_{i}^{j}\left(X_{i} ; \theta\right)\right|<\frac{s \sigma}{n}\right)<\frac{s}{n} \tag{282}
\end{equation*}
$$

for every $s \in[n]$ and $j=1,2$ if there are two sets of $u_{i}^{j}$ concerned. In view of Lemma 4 and (282), we have

$$
\begin{equation*}
|\mathcal{I}| \lesssim \log N\left(\frac{\sigma}{100 n^{2}}, \Theta\right) \log n+\left(\frac{n\|\varepsilon\|_{2}}{\sigma}\right)^{\frac{2}{3}} \tag{283}
\end{equation*}
$$

where $N\left(\frac{\sigma}{100 n^{2}}, \Theta\right)$ denotes the covering number of $\Theta$.
In addition, suppose that for every fixed $\theta$ and $i \in[n], c_{i}\left(x_{i} ; \theta\right)$ is sub-exponential with

$$
\begin{equation*}
\mathbb{P}\left(\left|c_{i}\left(x_{i} ; \theta\right)\right| \leq M \log \frac{1}{\delta}\right) \geq 1-\delta \tag{284}
\end{equation*}
$$

for some $M>0$. It is easily seen that $\mathbb{E}\left[\left|c_{i}\left(x_{i}, \theta\right)\right|\right] \lesssim M$ and $\operatorname{Var}\left(\left|c_{i}\left(x_{i}, \theta\right)\right|\right) \lesssim M^{2}$. Conditioning on the cardinality of $\mathcal{I}$, let us consider the quantity $\sum_{i=1}^{n} w_{i} c_{i}\left(x_{i}, \theta\right)$ where $w \in\{0, \pm 1\}^{n}$ and $\|w\|_{1}=|\mathcal{I}|$. For every fixed $w$ and $\theta \in \Theta$, by virtue of Lemma 3, it holds true that

$$
\begin{equation*}
\sum_{i=1}^{n} w_{i} c_{i}\left(x_{i}, \theta\right) \leq M|\mathcal{I}|+\sum_{i=1}^{n} w_{i}\left(c_{i}\left(x_{i}, \theta\right)-\mathbb{E}\left[w_{i}\left(x_{i}, \theta\right)\right]\right) \lesssim M|\mathcal{I}|+M \sqrt{|\mathcal{I}| \log \frac{1}{\delta}}+M \log n \log \frac{1}{\delta} \tag{285}
\end{equation*}
$$

with probability at least $1-\delta$. Here we make use of the following relations

$$
\mathbb{E}\left[w_{i}\left(x_{i}, \theta\right)\right] \lesssim M \quad \text { and } \quad \sum_{i=1}^{n} \operatorname{Var}\left(s_{i} c_{i}\left(x_{i}, \theta\right)\right) \lesssim M^{2}|\mathcal{I}|
$$

Note that (285) holds true for every fixed $w \in\{0, \pm 1\}^{n}$ and $\theta \in \Theta$. In order to accommodate the possible statistical dependences, we consider an $\epsilon$-cover of $\Theta$. Selecting parameters

$$
\delta=\frac{1}{n^{11} N(\epsilon, \Theta) 2^{|\mathcal{I}|}\binom{n}{|\mathcal{I}|}}, \quad \epsilon=\frac{1}{\operatorname{poly}(n)}
$$

and taking union bound of (285) over possible choices of $w$ and $\theta \in \Theta$ give

$$
\begin{align*}
\sup _{\widehat{\theta} \in \Theta} \sum_{i \in \mathcal{I}}\left|c_{i}\left(x_{i}, \widehat{\theta}\right)\right| & \leq \sup _{\substack{\widehat{\theta} \in \Theta, w \in\{0, \pm 1\}^{m} \\
\|w\|_{1}=|\mathcal{I}|}} \sum_{i=1}^{n} s_{i} c_{i}\left(x_{i}, \theta\right) \\
& \stackrel{(\mathrm{i})}{\leq} \sup _{\substack{\theta \in \mathcal{N}_{\epsilon}, w \in\{0, \pm 1\}^{m} \\
\|w\|_{1}=|\mathcal{I}|}} \sum_{i=1}^{n} w_{i} c_{i}\left(x_{i}, \theta\right)+\frac{1}{\operatorname{poly}(n)} \\
& \lesssim M|\mathcal{I}| \log n+M \log N\left(\frac{1}{\operatorname{poly}(n)}, \Theta\right) \log ^{2} n \tag{286}
\end{align*}
$$

where (i) follows from the choice of $\epsilon$ and the Lipschitz property of each $c_{i}$.

## F.5.2 Validating inequalities of Lemma 10

To validate Lemma 10, we follow the general recipe provided above for specific choices of functions $h_{i}, u_{i}$ and $c_{i}$. In particular, we shall select $h_{i}$ as either $F_{t+1, i}^{\prime}$ or $\left(F_{t+1, i}^{\prime}\right)^{2}, u_{i}$ as either $\widehat{\beta}_{t+1, i}$ or $v_{t+1, i}$, and $c_{i}\left(x_{i}, \theta\right)$ as 1 , $\sum_{k=1}^{t} \omega_{k} \psi_{k, i}$, or $\left(\sum_{k=1}^{t} \omega_{k} \psi_{k, i}\right)^{2}$.

As discussed above, we make note of the following observations:

- Inequality set (281) requires a uniform bound $B$ for function $h_{i}$, in which case, we can take $B=\rho_{F}$ when $h_{i}=F_{t+1, i}^{\prime}$ and $B=\rho_{F}^{2}$ when $\left(F_{t+1, i}^{\prime}\right)^{2}$.
- For assumption (284), $M$ can be set as $1, \frac{1}{\sqrt{n}}$, and $\frac{1}{n}$, respectively;
- Regarding assumption (282), it suffices to select $\sigma$ parameter as $\frac{\bar{\alpha}_{t}}{\sqrt{n}}$ for both $\widehat{\beta}_{t+1}$ and $v_{t+1}$. We leave the proof of this fact to the end of this section.

Proof of inequality (277a). The idea is to apply inequality (281c) for proper choices of $H^{1}$ and $H^{2}$. Specifically, set

$$
H^{1}(\Psi, \theta):=F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \quad \text { and } H^{2}(\Psi, \theta):=F_{j}^{\prime}\left(\widetilde{v}_{j}\right)
$$

and

$$
H_{\varepsilon}^{1}(\Psi, \theta):=F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \quad \text { and } H_{\varepsilon}^{2}(\Psi, \theta):=F_{j}^{\prime}\left(v_{j}\right)
$$

With these choices in mind, $\varepsilon^{1}=\widehat{\beta}_{t+1}-\widetilde{\beta}_{t+1}, \varepsilon^{2}=v_{j}-\widetilde{v}_{j}$, and they satisfy

$$
\begin{equation*}
\left\|\varepsilon^{1}\right\|_{2} \lesssim \frac{1}{\operatorname{poly}(n)} \rho_{F} \bar{\alpha}_{t}, \quad\left\|\varepsilon^{2}\right\|_{2} \lesssim \frac{1}{\operatorname{poly}(n)} \tag{287}
\end{equation*}
$$

in view of relations (264) and (265). Then according to (281c), we have

$$
\begin{aligned}
\left|\left\langle F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)\right\rangle-\left\langle F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(\widetilde{v}_{j}\right)\right\rangle\right| & \leq \frac{1}{n}\left\|F_{t+1}^{\prime}\left(\widehat{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(v_{j}\right)-F_{t+1}^{\prime}\left(\widetilde{\beta}_{t+1}\right) \circ F_{j}^{\prime}\left(\widetilde{v}_{j}\right)\right\|_{1} \\
& \lesssim \frac{1}{n} \rho_{F}^{2}|\widetilde{\mathcal{I}}|+\frac{1}{\operatorname{poly}(n)} \rho_{F} \rho_{1, F} \bar{\alpha}_{t}
\end{aligned}
$$

To establish inequality (277a), it suffices to bound the cardinality of $\widetilde{\mathcal{I}}$ which shall be done via inequality (283). Specifically, inequality (283) requires bounding the covering number of the space $\left\{\left(\widetilde{\beta}_{t+1}, \widetilde{v}_{j}\right)\right\}$.

Recall the definitions

$$
\widetilde{v}_{j}=\sum_{k=1}^{j-1} \widetilde{a}_{j-1}^{i} \psi_{k} \quad \text { and } \quad \widetilde{\beta}_{t+1}:=\sum_{k=1}^{t} \widetilde{\alpha}_{t}^{k} \psi_{k}+\sum_{k=1}^{t} \widetilde{\gamma}_{t}^{k} F_{k}\left(\widetilde{v}_{k}\right)
$$

For every $\widetilde{\theta}=\left(\widetilde{\omega},\left\{\widetilde{\alpha}_{k}\right\}_{k=1}^{t}, \widetilde{\gamma}_{t},\left\{\widetilde{\tau}_{j}\right\}_{j=1}^{t+1}\right)$, let

$$
\widetilde{\theta}^{\prime}=\left(\widetilde{\omega}^{\prime},\left\{\widetilde{\alpha}_{k}^{\prime}\right\}_{k=1}^{t}, \widetilde{\gamma}_{t}^{\prime},\left\{\widetilde{\tau}_{j}^{\prime}\right\}_{j=1}^{t+1}\right)
$$

where $\widetilde{\alpha}_{k}^{\prime}=\widetilde{\alpha}_{k}$ for $k>t-O(\log n), \widetilde{\alpha}_{k}^{\prime}=0$ for $k \leq t-O(\log n)$. It is proved in (248) that $\widetilde{\beta}_{t+1}=\widetilde{\beta}_{t+1}^{\prime}$. Therefore to construct a $\epsilon$-cover for space $\left\{\left(\widetilde{\beta}_{t+1}, \widetilde{v}_{j}\right)\right\}$, it is sufficient to consider a $\epsilon$ cover for $\widetilde{a}_{j-1}$ together with $\widetilde{\theta}^{\prime}$. The total dimension is of order $t \log n$. As a result, inequality (283) gives

$$
\begin{equation*}
|\widetilde{\mathcal{I}}| \lesssim t \log ^{3} n+\left(\frac{n\|\varepsilon\|_{2}}{\sigma}\right)^{\frac{2}{3}} \lesssim t \log ^{3} n \tag{288}
\end{equation*}
$$

Here $\varepsilon=\left(\varepsilon_{1}, \varepsilon_{2}\right)$ satisfies inequality (287), and $\sigma=\sqrt{\frac{2}{n \pi}} \bar{\alpha}_{t}$. The last relation follows from assumption (191b) that $\bar{\alpha}_{t} \leq \operatorname{poly}(n)$.

Putting things together completes the proof of inequality (277a). Inequality (277b) is a direct consequence of inequality (277a) by directly setting $H^{2}(\Psi, \theta)=H_{\varepsilon}^{2}(\Psi, \theta)=1$.

Proof of inequality (278a). In order to prove inequality (278a), let us take $c_{i}=\left(\sum_{k=1}^{t} \omega_{k} \psi_{k}\right)_{i}$,

$$
\begin{aligned}
H(\Psi, \theta) & :=\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right) \\
\text { and } H_{\varepsilon}(\Psi, \theta) & :=\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}+\varepsilon\right)
\end{aligned}
$$

Then according to (281b), we have

$$
\begin{equation*}
\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ\left[F_{t+1}^{\prime}\left(v_{t+1}+\varepsilon\right)-F_{t+1}^{\prime}\left(v_{t+1}\right)\right]\right\|_{2}^{2} \lesssim \sum_{i \in \mathcal{I}} \rho_{F}^{2}\left|\sum_{k=1}^{t} \omega_{k} \psi_{k, i}\right|^{2}+\sum_{i \notin \mathcal{I}} \rho_{1, F}^{2}\left|\sum_{k=1}^{t} \omega_{k} \psi_{k, i} \varepsilon_{i}\right|^{2} \tag{289}
\end{equation*}
$$

We control each term of the right hand side of (289) respectively. To begin with, the parameter that we shall build a $\epsilon$-cover with is $v_{t+1}$ which is determined by $\widehat{\alpha}_{t} \in \mathbb{R}^{t}$. In view of inequality (283), we have

$$
\begin{equation*}
|\mathcal{I}| \lesssim \log N\left(\frac{\sigma}{100 n^{2}}, \Theta\right) \log n+\left(\frac{n\|\varepsilon\|_{2}}{\sigma}\right)^{\frac{2}{3}} \lesssim t \log ^{2} n+\left(\frac{n\|\varepsilon\|_{2}}{\left\|\widehat{\alpha}_{t}\right\| / \sqrt{n}}\right)^{\frac{2}{3}} \tag{290}
\end{equation*}
$$

where we recall the $\sigma$ parameter for $v_{t+1}$ equals to $\sqrt{\frac{2}{n \pi}} \bar{\alpha}_{t}$. In view of the relation (173c) in Lemma 5 , one has

$$
\begin{equation*}
\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k}\right\|_{\infty} \lesssim \frac{t \log n}{n}, \quad \text { and } \sum_{i \in \mathcal{I}}\left|\sum_{k=1}^{t} \omega_{k} \psi_{k, i}\right|^{2} \lesssim \frac{(t+|\mathcal{I}|) \log n}{n} \tag{291}
\end{equation*}
$$

with probability at least $1-O\left(n^{-10}\right)$. Taking everything collectively, we arrive at

$$
\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ\left[F_{t+1}^{\prime}\left(v_{t+1}+\varepsilon\right)-F_{t+1}^{\prime}\left(v_{t+1}\right)\right]\right\|_{2}^{2} \lesssim \rho_{F}^{2}\left(\frac{t \log ^{3} n}{n}+\log n\left(\frac{\|\varepsilon\|_{2}}{\left\|\widehat{\alpha}_{t}\right\|_{2}}\right)^{\frac{2}{3}}\right)+\rho_{1, F}^{2} \frac{t \log n}{n}\|\varepsilon\|_{2}^{2}
$$

from which the advertised claim in (278a) follows. The proofs of (278b) and (278c) can be established in the same manner, by invoking relation (281a) with $c_{i}=1$ and $h_{i}=F_{t+1, i}^{\prime}$. Here $\widehat{\beta}_{t+1}-v_{t+1}$ and $\widehat{\beta}_{t+1}-\beta_{t+1}$ play the role of $\varepsilon$ in these cases.

Proof of inequality (279a). To establish inequality (279a), consider $c_{i}=\left(\sum_{k=1}^{t} \omega_{k} \psi_{k}\right)_{i}^{2}$ and

$$
\begin{aligned}
H(\Psi, \theta) & :=\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right)^{2} \in \mathbb{R}^{p} \\
H_{\varepsilon}(\Psi, \theta) & :=\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right)^{2} \in \mathbb{R}^{p}
\end{aligned}
$$

By virtue of (264), $\|\varepsilon\|_{2}=\left\|\widetilde{v}_{t+1}-v_{t+1}\right\|_{2} \lesssim \epsilon=\frac{1}{\operatorname{poly}(n)}$. Some basic algebra leads to

$$
\begin{aligned}
\left|\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2}\right|^{2} & \leq\left\|\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right)^{2}-\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right)^{2}\right\|_{1} \\
& \lesssim \sum_{i \in \mathcal{I}} \rho_{F}^{2}\left|\sum_{k=1}^{t} \omega_{k} \psi_{k, i}\right|^{2}+\sum_{i \notin \mathcal{I}} \rho_{1, F} \rho_{F}\left|\sum_{k=1}^{t} \omega_{k} \psi_{k, i}\right|^{2}\left|\varepsilon_{i}\right|
\end{aligned}
$$

where the last line follows from relation (281a). Similar to the discussions around display (290), inequality (283) gives

$$
|\mathcal{I}| \lesssim \log N\left(\frac{\sigma}{100 n^{2}}, \Theta\right) \log n+\left(\frac{n\|\varepsilon\|_{2}}{\sigma}\right)^{\frac{2}{3}} \lesssim t \log ^{2} n+\left(\frac{n\|\varepsilon\|_{2}}{\left\|\widehat{\alpha}_{t}\right\| / \sqrt{n}}\right)^{\frac{2}{3}} \lesssim t \log ^{2} n
$$

where the last inequality invokes $\|\varepsilon\| \lesssim \epsilon=\frac{1}{\operatorname{poly}(n)}$. Taking this together with concentration bounds in (291) further leads to

$$
\begin{align*}
\left|\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2}\right| & \lesssim \frac{t \log ^{3} n}{n} \rho_{F}^{2}+\frac{t^{2} \log ^{2} n}{n^{2}} \rho_{1, F} \rho_{F}\|\varepsilon\|_{1} \\
& \lesssim \frac{t \log ^{3} n}{n} \rho_{F}^{2}+\frac{1}{\operatorname{poly}(n)} \rho_{1, F} \rho_{F} \tag{292}
\end{align*}
$$

Contrasting the above to our target bound (279a), we are only left to consider replacing $\omega_{k}$ to $\widetilde{\omega}_{k}$ in the second term of the left hand side. Specifically, note that

$$
\begin{align*}
& \left|\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2}-\left\|\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2}\right|^{\prime} \\
& \left|\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)-\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right)^{\top}\left(\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)+\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right)\right| \\
& \leq \sqrt{p} \rho_{F}\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k}\right\|_{\infty}\left\|\sum_{k=1}^{t}\left(\omega_{k}-\widetilde{\omega}_{k}\right) \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2} \\
& \lesssim \sqrt{p} \rho_{F} \frac{t \log n}{n} \cdot \rho_{F} \frac{p}{n}\left(1+\sqrt{\frac{t \log n}{p}}\right)\|\omega-\widetilde{\omega}\|_{2} \\
& \lesssim \frac{1}{\operatorname{poly}(n)} \rho_{F}^{2} \tag{293}
\end{align*}
$$

where for the penultimate line, recall that we condition on the event (172b) with probability at least $1-O\left(n^{-11}\right)$; the last line invokes the assumption that $\|\omega-\widetilde{\omega}\|_{2} \leq \epsilon$. Combined with inequality (292), the above relation implies that

$$
\left|\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\left\|\sum_{k=1}^{t} \widetilde{\omega}_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2}\right|
$$

$$
\begin{aligned}
& \leq\left|\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(v_{t+1}\right)\right\|_{2}^{2}-\left\|\sum_{k=1}^{t} \omega_{k} \psi_{k} \circ F_{t+1}^{\prime}\left(\widetilde{v}_{t+1}\right)\right\|_{2}^{2}\right|+\frac{1}{\operatorname{poly}(n)} \rho_{F}^{2} \\
& \lesssim \frac{1}{\operatorname{poly}(n)} \rho_{1, F} \rho_{F}+\frac{t \log ^{2} n}{n} \rho_{F}^{2}
\end{aligned}
$$

We thus complete the proof of inequality (279a). Similarly, by taking $c_{i}=1$ for every $i \in[n]$, inequality (279b) follows by the same argument above immediately.

The remaining terms can be proved in a similar way, which is omitted here for simplicity.

## F.5.3 Other auxiliary details

$\sigma$-parameter for $\widehat{\beta}_{t+1}$ and $v_{j+1}$. Recall that $v_{j+1}=\sum_{k=1}^{j} \widehat{\alpha}_{j}^{i} \psi_{k}$ and $\widehat{\beta}_{t+1}:=\sum_{k=1}^{t} \widehat{\alpha}_{t}^{k} \psi_{k}+\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(v_{k}\right)$. Given every fixed $\theta \in \Theta$ and $i \in[n]$, by definition, each $v_{j+1, i}$ follows $\mathcal{N}\left(0, \frac{\left\|\widehat{\alpha}_{j}\right\|_{2}^{2}}{n}\right)$, and hence, the density function of $\left|v_{j+1, i}\right|$ is uniformly bounded by $\sqrt{\frac{2}{n \pi}}\left\|\widehat{\alpha}_{j}\right\|_{2}$. Therefore, it is sufficient to set $\sigma=\sqrt{\frac{2}{n \pi}}\left\|\widehat{\alpha}_{j}\right\|_{2}$ for assumption (282).

Additionally, the quantity of interest $\widehat{\beta}_{t+1}$ yields the following decomposition

$$
\begin{align*}
\widehat{\beta}_{t+1} & =v_{t+1}+\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(v_{k}\right)=v_{t+1}+\sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} F_{k}\left(v_{k}^{\|}+v_{k}^{\perp}\right)  \tag{294}\\
\text { where } \quad v_{k}^{\|} & =\frac{v_{k}^{\top} v_{t+1}}{\left\|v_{t+1}\right\|_{2}^{2}} v_{t+1}, \quad v_{k}^{\perp}=v_{k}-v_{k}^{\|}
\end{align*}
$$

where $v_{k}^{\|}$denotes the component that aligns with $v_{t+1}$ while $v_{k}^{\perp}$ denotes the component that is orthogonal to $v_{t+1}$. As discussed previously, given every fixed $\theta$, each $v_{k}$ follows a Gaussian distribution $\mathcal{N}\left(0, \frac{\left\|\widehat{\alpha}_{j}\right\|_{2}^{2}}{n} I_{p}\right)$, therefore $\widehat{\beta}_{t+1}$ is a function of Gaussian vectors. In addition, we make the following observation that

$$
\begin{aligned}
\frac{\left|v_{k}^{\top} v_{t+1}\right|}{\left\|v_{t+1}\right\|_{2}^{2}} & =\left|\left(\sum_{j=1}^{k-1} \widehat{\alpha}_{k-1}^{j} \psi_{j}\right)^{\top} \sum_{j=1}^{t} \widehat{\alpha}_{t}^{j} \psi_{j}\right| \cdot\left\|\sum_{j=1}^{t} \widehat{\alpha}_{t}^{j} \psi_{j}\right\|_{2}^{-2} \\
& =\left|\left(\widehat{\alpha}_{k-1}^{1}, \ldots, \widehat{\alpha}_{k-1}^{k-1}, 0, \ldots, 0\right) \Psi^{\top} \Psi \widehat{\alpha}_{t}\right| \cdot\left(\widehat{\alpha}_{t}^{\top} \Psi^{\top} \Psi \widehat{\alpha}_{t}\right)^{-1} \\
& \leq \frac{p}{n}\left(1+\sqrt{\frac{t \log \frac{p}{\delta}}{p}}\right)\left\|\widehat{\alpha}_{k-1}\right\|_{2}\left\|\widehat{\alpha}_{t}\right\|_{2} \cdot \frac{n}{p}\left(1-\sqrt{\frac{t \log \frac{p}{\delta}}{p}}\right)^{-1}\left\|\widehat{\alpha}_{t}\right\|_{2}^{-2} \lesssim \frac{\left\|\widehat{\alpha}_{k-1}\right\|_{2}}{\left\|\widehat{\alpha}_{t}\right\|_{2}} \leq \frac{\bar{\alpha}_{k-1}}{\left\|\widehat{\alpha}_{t}\right\|_{2}} .
\end{aligned}
$$

Recalling the assumption (191c) that $\rho_{F} \sum_{k=1}^{t} \widehat{\gamma}_{t}^{k} \bar{\alpha}_{t} \ll\left\|\widehat{\alpha}_{t}\right\|_{2}$, it therefore implies that conditioning on any value of $v_{t+1}^{\perp}, \widehat{\beta}_{t+1}$ is a Lipschitz function of $v_{t+1}$ with Lipschitz constant of order 1 . As a result, for every $i \in[n]$ and interval $\mathcal{I}_{i}$ of length $\varepsilon$, it holds that

$$
\mathbb{P}_{v_{t+1}}\left(\left.\frac{1}{\left\|\alpha_{t}\right\|_{2} / \sqrt{n}} \widehat{\beta}_{t+1, i} \in \mathcal{I}_{i} \right\rvert\, v_{t+1}^{\perp}\right) \lesssim \varepsilon
$$

by noticing that $\widehat{\beta}_{t+1, i}$ is a $\Theta(1)$-Lipschitz function of $v_{t+1, i}$. This implies that assumption (282) holds with $\sigma=\left\|\alpha_{t}\right\|_{2} / \sqrt{n}$.
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    ${ }^{\dagger}$ Department of Statistics and Data Science, the Wharton School, University of Pennsylvania, Philadelphia, PA.

[^1]:    ${ }^{1}$ Note that here, instead of using a $1 / m$ scaling, we use a $1 / n$ normalization instead. Due to this slight different scaling, there is no need for an additional multiplicative factor $1 / \delta:=p / n$ in the last term of (4a) as in Donoho et al. (2009) or Donoho and Montanari (2016).

[^2]:    ${ }^{2}$ For two functions $f(n)$ and $g(n)$, we write $f(n) \lesssim g(n)$ (or $\left.f(n)=O(g(n))\right)$ if there exists a universal constant $c_{1}>0$ such that $f(n) \leq c_{1} g(n)$; similarly, we write $f(n) \gtrsim g(n)$ if $f(n) \geq c_{2} g(n)$ for some universal constant $c_{2}>0$. If both $f(n) \lesssim g(n)$ and $f(n) \gtrsim g(n)$ hold true, we denote $f(n) \asymp g(n)$.

[^3]:    ${ }^{3}$ Note that this definition of $\rho_{F}$ assumes $\rho_{F} \geq 1$ primarily for notational simplicity; our result would not change if we do not impose this restriction but simply replace $\rho_{F}$ with $\rho_{F} \vee 1$.

